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Abstract

Intercalation in High-Temperature Oxide and

Fullerene Superconductors

by
William Alan Vareka
Doctor of Philosophy in Physics
University of California at Berkeley

Professor Alex Zeul, Chair

This thesis work has mainly been comprised of using intercalation and pressure
techniques to examine the physical properties of the high T. oxide and fullerene
superconducting materials. We discovered the first epitaxially intercalated high Tc oxide
compound: lodine-BizSraCaCupOy (I-BSCCO). In an effort to probe the underiying
superconducting mechanism, I conducted a series of studies on the intercalation of all
members of the BSCCO family, on the correlation of stage index and superconducting
ransition temperature, and on the effect of intercalation on the electro- and magneto-
transport properties in this material. These studies have imposed strict constraints on
models for the superconductivity in the oxides by coupling the expansion of the c-axis
Jattice parameter, the small reduction in the transition temperature, the reduction of the
inter-layer coupling and the dramatic change in the c-axis conduction propertes.

In addition to my work on the high T¢ oxide superconductors, I have also worked
on intercalation into single crystals of Cgp (fullerene) with potassium and rubidium.

These novel superconductors have generated considerable interest due to their unique



2
crystal structure and their relatively high transition temperatures. I have performed an
extensive study on the pressure and temperature dependence of the elecuical resistivity in
the RbiCep compound. This study has helped to clarify the normal state electrical
transport properties and has allowed us to put bounds on fundamental parameters like the

electron-phonon coupling strength.
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Chapter 1

Introduct.ion

1.1 General introduction

It took over 45 years from the initial discoveryl of superconductivity in Hg for
the development of a microscopic theory of this phenomenon. The theory of Bardeen-
Cooper-Schrieffer (BCS)2 and the subsequent extensions of Eliashberg3 and McMillan®
have been very successful in explaining many of today's superconductors. In 1986, a
new class of mperconc:iuctors5 referred to as the high T oxides was discovered. These
new layered compounds raised the maximum obtainable superconducting transition
temperature in just two years from 23.2 K in Nb3Ge prior to their discovery to 125 K in
the Tl-based compound. Rcccmly6 that number has increased to ~160 K for the Hg-
based compounds under externally applied pressure. In the seven years since their
discovery, no consensus has yet been reached as to whether or not superconductivity in
these materials can be explained within the framework of the BCS formalism or if it will
be necessary to consider more exotic mechanisms, e.g., the model of Wheatley, Hsu,
and Anderson.” |

The one common element in all the high T oxides is the presence of CuO7 sheets.
These sheets are believed to be the critical structural unit related to the superconductivity
in these compounds. For all the basic high T, compounds there are one or several CuO2
sheets separated from each other by one atomic layer and these are then separated from
the next set of CuQy sheets by a one or more intervening atomic spacer layers. Asa
result, these materials display a very layered-like structure with a high anisotropy
between in-plane and out-of-plane behavior. We set out to use intercalation techniques to
tune this anisotropy in a controlled way. This would allow us to carefully probe the role

of this anisotropy on the normal and superconducting state parameters of these materials.

Since many models directly couple the anisotropy to the superconducting and normal
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state parameters, this study could not only produce a new variety of high T¢
superconductors, but also could provide critical constraints within which the models must
remain.

In the rest of this chapter I will give some background information on the
intercalation technique. This general knowledge was the starting point for this research.
As a representative structure of the high T;; oxides we chose to first intercalate
BisSraCaCus0yx (Bi-2212) which has the highest degree of anisotropy and the most
micaceous morphology of all the high T¢ oxides. This compound is discussed more fully
in chapter 2. In chapter 3 I will discuss in detail the technique used to intercalate this
compound and the other closely related compounds of the Bi-family. X-ray and
ransmission-electron-microscopy (TEM) results are presented which conclusively show
that these compounds have been successfully intercalated. I then set out to perform
numerous studies on the effects of intercalation on the normal and superconducting state
parameters in these new intercalated high T materials. Chapter 4 will focus on how
intercalation can be used to tune the superconducting transition temperature. In addition,
I will look at the effect of staging (described below) on Te. In chapter 5, I will address
the effects of intercalation on the electrical transport properties. In particular, how does
intercalation affect the huge anisotropy between the in-plane and out-of-plane
conductivity and their intrinsic temperature dependencies? Finally, chapter 6 will consider
the anisotropic conductivity when the material is placed in a high magnetic field. This
chapter ends the first part of this thesis on intercalation in the high T¢ oxides.

Early in 1991 another new superconducting material was discovemr:i,8 K3Cegp.
This compound is based on the extremely unusual molecule of Ceg (fullerene), consisting
of 60 carbon atoms in an icosahedral cage-like structure. By intercalating the host Cgo
material with alkali-metals one obtains superconductors with transition temperatures

~150% of the pre-high T¢ oxide record in Nb3Ge. Given the exotic nature of this
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material, again the questions arose as to whether or not the BCS theory would be capable
of explaining the superconductivity. The second part of this thesis is concerned with
these alkali-metal intercalated fullerene compounds. In chapter 7,1 will discuss some of
the background information on Ceo and A3Cgp (A = alkali-metal). We were the first
group to measure the true intrinsic temperature dependence of the resistivity in these
materials and these experiments are covered in chapter 8. Finally, in chapter 9, I will
discuss experiments performed on the pressure dependence of the resistivity. These
experiments showed that the increase in the Jattice constant which occurs due to thermal
expansion when the material is warmed from T to room temperature has a considerable
impact on the measured temperature dep;:ndence of the resistivity performed at constant
pressure. To obtain the more theoretically relevant constant volume resistivity, I
measured the resistivity while changing both temperature and pressure. This experiment
allowed us to extract the temperature dependence of the constant volume resistivity from
which we could then set bounds on fundamental parameters like the electron-phonon

coupling constant.

1.2 Introduction to intercalation

Intercalation is defined as the insertion of guest atoms or molecules into a pre-
existing host structure. The guest species or intercalant migrates into voids or weakly
bonded regions in the host structure thereby leaving intact the main structural features of
the host. The intafaction of the intercalant and host can result in a wide range of changes
to the physical, geometric, chemical, electronic, and optical properties of the original host
structure. Numerous materials from insulators (e._g., MoOs3, zeolites, and clays) to
semiconductors (e.g., graphite) to metals (e.g., LaNis) can serve as host structures. The
intercalants cover an equally wide array from alkali-metals to halides to inorganic and

organic molecules. Generally only one species at a time is intercalated into the host
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structure but cointercalated systems do exist in which more than one species
simultaneously intercalates. By suitably choosing the intercalant one can control the
parameters of the system in an attempt to tailor them for the desired behavior. For
example, through intercalation the host can be changed9 from insulating to
semiconducting to metallic or the anisotropy in the material can be changed by several
orders of magnitude or the superconducting transition femperature can be radically
increased.

The bonding in the host siructure can be used to classify the type of intercalation
observed for that material. Fig. 1.1 shows a schematic of the three different types of
bonding found in the host material. The first, Fig. 1.1(a) represents a material consisting
of one-dimensional chains which are locally aligned and are weakly coupled to each
other. In a material of this type the guest species intercalates between the long chains in
the weakly bonded regions. An example of a material of this form is NbSes which can
be intercalated with many materials including potassium and rubidium, The second
morphology, Fig. 1.1(b) is the most commonly studied host structure. It consists of a
layered structure where the bonding between a pair of layers is typically a weak van der
Waals type force. Numerous host structures of this type are known with graphite and the
transition metal dichalcogenides being the most studied and best understood. In the case
of graphite each hexagonally bonded graphitic sheet is weakly coupled to its neighbor so
the host slab is a single layer of carbon atoms one atom thick. In the dichalcogenides, a
layer of transition metal atoms (T) is sandwiched between two layers of chalcogen atoms
(X). These three layer TX2 sandwiches or blocks are only weakly coupled to each other
as is demonstrated by the fact that the crystals can be easily cleaved. These two hosts
have been intercalétcd with the widest variety of guest species. The third form of
bonding has a host structure shown schematically in Fig. 1.1{c) consisting of a 3-

dimensional type bonding. In this type of structure a 3-dimensional network of voids
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Figure 1.1  Dimensionality of bonding in host structures used for interg:alation. (a)
one-dimensional, (b) two-dimensional or layered, (¢) three-dimensional.
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exists in the host structure and it is in these voids that the intercalant resides. One
example of this structure is zeolite (commonly used as a molecular sieve) which consists
of silica and alumina tetrahedra linked together to form a cubooctahedron. Another
beautiful example of this type of 3-d weak bonding occurs in solid Cgp which is
discussed later.

To simplify this introduction, I will limit the rest of the discussion to the Iayered
host structures; however the results can be carried over equally as well to the 1-d and 3-d
bonded host structures. In most cases the intercalant registers onto a grid pattern related
to the host structure. However, some intercalants can undergo a kind of two-dimensional
'melting’ at some transformation temperaturelo resulting in a liquid-like’ disordered
state. The most common physical effect of intercalation in a layered structure is the
expansion of the system perpendicular to the layers which I will refer to as the ¢-axis.
~ This expansion can vary dramatically even in the same host structure and is closely
related to the size of the intercalant. For exampleg, Ta$» intercalated with Li undergoes
little or no c-axis expansion whereas if it is intercalated with the long-chain organic
molecule octadécylamine the gap between the blocks can be expanded by nearly 60 A
since these molecules line up end to end between the TaS2 blocks. Clearly the coupling
between the original host blocks can be significantly modified by the presence of an
intercalant allowing us to probe the inherent dimensionality in the original system. In
Ta$,, for examplc,” the compound was still superconducting even after the intercalation
of the long chain amines which separated the individual blocks by almost 60 A. This
strongly suggested that the superconductivity in this material was truly two-dimensional
in nature. Further studies!? using magnetic intercalants proved this fact. It was the
combined nature of modifying the block-block coupling while leaving intact the intra-

block structure that makes intercalation ideally suited for this type of study.
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Although there are a broad range of intercalants available, generally only a limited
subset will actually intercalate into a given host structure. In addition to geometric
constraints which limit what species will intercalate based on the intercalant size and
bonding distances, another property which often restricts what types of intercalants will
enter a host is charge transfer. As one of the driving forces of the intercalation proccss,12
typically one observes that there is a net charge transfer between the guest and host
species. Most hosts will only readily accept either charge donors or charge acceptors as
intercalants. Graphite is an exception to this rule since it can easily be intercalated with
either type of guest species. This charge transfer can dramatically affect the conduction
properties of the host structure. In the graphite intercalation compounds (GIC's) this
charge transfer can increase the in-plane conductivity by more than an order of magnitude
making it as good of a conductor as copper at room temperature. This, when combined

13 can result in an

with the intercalation induced reduction in the ¢-axis conduction,
increase in the conduction anisotropy Gah/Oc of more than three orders of magnitude.
Another phenomenon associated with intercalation in layered materials is that of
staging. The stage index n identifies a structure which has » identical host layers or
blocks sandwiched between each pair of intercalant layers. Fig. 1.2 shows a schematic
of the staging phenomenon for stage index n =1, 2, and 3. In the GIC's, high stage
single-phase compounds can be synthesimd}2 with n as high as 7, but in other layered
compounds it is difficult to achieve single-phase intercalation with n > 1. There are three
principle considerations governing the staging f::m:rge:tics.1:2 The first is charge transfer
which can lead to an effective repulsion between different guest layers. The second is
elastic effects due to the distortion of the host upon intercalation of the guest species
which can lead to a repulsive force between adjacent partially intercalated layers. A

related issue is the cohesion between the layers which must be overcome in order for the

intercalants to enter the host. And third, one must consider the interactions between guest
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atoms in the same layer and between guest atoms and the adjacent host layers. By
looking at different stages of the same intercalation compound one has a unique tool to
systematically follow the evolution of the various parameters as the system moves from
the pristine to the dilute intercalated state (high stage index) to the fully intercalated state
(stage-1). -

For a large number of intercalated materials, many of the effects associated with
the staging process can not be explained by assuming uniformly intercalated layers like
that shown schematically in Fig. 1.2. An alternate model proposed by Daumas and
Hérold' considers the higher staged compounds to be composed of microscopic
domains as shown in Fig. 1.3. Although each of the domains has the same stage index,
the intercalant resides between different sets host layers for adjacent domains. A
considerable increase in the entropy of the system is achieved by introducing the
additional elastic deformation energy. By appropriate motion of the intercalate between
domains the stage index can easily be changed from nton % 1. This type of stage
transformation does not require the intercalant to pass perpendicularly through the
strongly bonded host layers or to exit the edge of the sample and then re-intercalate into

12 involving stage

nearby layers. This is consistent with several experiments
transformations and intercalation kinetics. In addition, this type of pleated-domain
structure has been observed directly by Thomas et alPin graphite-FeCl3 using very high
resolution transmission electron microscopy.

Finally, one additional point to be aware of is the interchangeable use of the
words 'doped’ and ‘intercalated’ in the literature. Provided the phenomenon being
discussed is that described above, i.e., the insertion of a guest species into voids or
weakly bonded regions of the host structure without significantly changing the major

structural units of the host, then this interchangeability does not pose a problem.

However, 'doped’ often times refers to the substitution of one or more elements of the
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seese Guest Host

A stage-4 intercalated material in the pleated-layer model of Daumas-
Hérold. The material segregates into several (5 shown here) domains each
of which has same stage index but the guest atoms are located berween

different host layers in adjacent domains. From ref. 12
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host structure with foreign elements, e.g., doped semiconductors. Unfortunately, it is
also not uncommon to find the word ‘intercalated' inappropriately used to describe this
substitutional effect. In the second portion of this thesis, which is concerned with the
intercalation of alkali-metals into Cgo structures, I will be using both terms
interchangeably since there is no possibility for confusion and the literature on the subject

typically uses the word 'doped'.

1.3 Intercalation techniques

Numerous techniques have been successfully employed to synthesize intercalated
compounds including the two-zone vapor transport method, the liquid intercalation
method, the electrochemical method and cointercalation techniques. Although more than
one technique may be used to generate the same intercalation compound, generally the
physical and chemical properties of the intercalant favor one method over the others. In
addition to the intrinsic properties of the intercalant, the other significant parameters are
the temperature and vapor pressure of the intercalant and the characteristics of the host
material. Since the two-zone vapor transport method was the method used for virtually
all of the intercalation I have done, I will briefly describe some of the generic details of
this technique with a more extensive discussion given in the relevant chapters that follow.
For completeness, Inwill then briefly describe the other techniques that can be used.

A two-zone vapor transport method of preparation is the most commonly used
technique whenever the intercalant exhibits a high vapor pressure at moderate
temperatures. It is also the most likely method!® 1o yield well staged samples. A general
schematic is shown in Fig. 1.4 along with a typical temperature profile. The zone
containing the host material must be at a higher (or equal) temperature (Tp) than the zone
containing the intercalant (Tj) to prevent significant condensation on the host. Generally,

the reaction rate is controlled by Ty, whereas the vapor pressure of the intercalate is
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adjusted by Tj. By independently controlling Ty and Tj one can obtain intercalation
compounds with different stages. Generally after one determines the T; (i.e., the vapor
pressure) necessary to obtain stage-1 intercalation then higher stages are produced by
fixing T; and increasing Th. Although at first this may seem counter intuitive since
increasing Ty should make it easier for the intercalant to get in, it is commonly found!’
that the rate of uptake actually decreases as the quantity (Th - Tj) increases and as a result
higher stages are obtained for greater (Tp - Ti). The region of stability for the formation
of a given stage compound is also found to decrease with increasing stage index or
equivalently (Th - Ti). A closely related technique is that of isothermal vapor transport
where T}, and T; are equal. Generally the parameter which controls the stage index is the
exposure time. However, as in the case of stage-1 iodine intercalated BipSrpCaCu0x
discussed later, some systems may saturate at a given stage index using this technique.
In addition, it is generally found that if the vapor transport method is used, the
intercalation of small samples promotes the formation of a single stage over the sample
volume.

Two variations of the liquid intercalation method are commonly used. If the
intercalant is a liguid at the desired intercalation temperature then the host may simply be
immersed in the liquid intercalant for the intercalation process to proceed. This method
has been used to intercalate graphite with lithium8 producing CgLi. On the other hand,
the liquid intercalation method can be used if a suitable solvent for the intercalant can be
found. One can control the intercalation through the intercalant concentration, the liquid
temperature and the immersion time. Unfortunately, this technique generally does not
produce well staged samples. Also, one generally finds that some of the solvent as well
as the desired intercalant may actually get into the host.

The electrochemical xcchniquew consists of using the host material as one

electrode in an electrolytic cell. The electrolyte must be a solvent for the intercalant,
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which if it is a metal, may serve as the other electrode. With the electrochemical method
both the rate and the total amount of intercalant can be precisely controlled, and de-
intercalation can be achieved simply by biasing the cell with a field opposing the cell's
EMF. This technique also provides an ideal way to study the thermodynamical changes
accompanying a change in stage during the growth process.

In some cases'® it is found that a given intercalant will not intercalate or will
intercalate only at high stages if it is the only element present but it will go in easily if
mixed with some other element or compound which also then may simultaneously
intercalate the host. An example of this!® is Na intercalating int.o graphite which only
generates very high stages when Na alone is present but can readily be intercalated as an
alloy with Cs or K. Finally, another technique related to cointercalation is that of
sequential intercalation. In this method the host is first intercalated with one species (A)
and then with a different species (B) which may result in a complete de-intercalation of

(A) or coexistence of both (A) and (B) as intercalants.
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Chapter 2

Introduction to High T, Section

2.1  Historical review

The high T¢ oxides are all layered compounds where each unit cell contains one or
several parallel CuOz conducting planes. Each CuO1 plane is built with one Cu atomn
bound with four O atoms. Generally the Cu atoms form a square lattice with the O atoms
located midway between any two Cu's. Several materials like YBa2Cu307.5 (YBCO)
and Las 4SrxCuO4.5 undergo an orthorhombic distortion at low temperatures which
distorts this somewhat. In addition to the O in the plane, one or two O atoms sit above
and below the Cu atoms along a direction which is essentially normal to the CuQ27 planes.
The Cu-O bond length to these out-of-plane O atoms is generally greater than those in the
plane. The CuQO; planes are separated from each other by one or more intervening atomic
layers. For all the high Tc oxides, this layered nature also carries over to the transport
and magnetic properties which display large anisotropies between the in-plane and out-of-
plane directions. Experimental results and band theory calculations indicate that the
charge carriers are much more mobile parallel to the CuQO; planes (the ab-plane) than in
the normal direction (c-axis). For example, at room temperature pab/pe ~ 30 for yBCO¥
and up to ~10% for BizSr2CaCuz0x (BSCCO).

Because of the high T¢'s which imply a large superconducting gap A, these

compounds necessarily have short coherence lengths E. This can be seen, for example,

from the BCS model which predicts

.32h
g, = 20 2.1)

where v is the Fermi velocity and o is the clean limit coherence length. This, when
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combined with the layered nature of these compounds, results in short coherence lengths
which are nonetheless highly anisotropic. In YBCO the anisotropy is given by &ap/Ee ~
154 / 2A whereas for BSCCO the anisotropy is much higher with &ap/Sc ~ 40A 7 1.6A.
These materials also have long magnetic penetration depths A which are also anisotropic.
Hence these materials are strongly type-II (see chapter 6) with A> >& and with
anisotropies also observed in Hc; and Heo.

It has been found that by varying the oxygen content in the high T materials, the
superconducting transition temperature as well as the transport properties can be affected.
In BSCCO, if the material is fully oxygenated by flowing pure oxygen over the sample as
it is heated to 400-650°C it is found to have a superconducting transition temperature of ~
85 K. As the oxygen is removed from the sample T first increases t0 about 91-93 K and
then rapidly decreases eventually becoming non-superconducting. In general, this is
believed to be caused by a charge doping effect in the CuO2 layers with the insertion or
removal of oxygen. Similar behavior can be seen if instead, one performs a
substitutional doping on the constituents of some of the intervening layers. For example,
again in BSCCO, if the trivalent Y is partially substituted?! for the divalent Ca (which lies
between the CuQj layers) there is little change in the crystal structure and yet one
observes this same negative parabolic-like behavior in Te vs. Y concentration. This
question of charge doping into the CuO4 layers will be addressed in more detail for the
case of the iodine intercalated BSCCO in chapter 4.

Of all the high T¢ oxides the BSCCO-family possesses the greatest degree of
anisotropy. These compounds have a micaceous morphology cleaving easily between the
BiO bilayers. Therefore, for the purposes of intercalation, BSCCO was chosen as the

best host structure of the high T¢ oxides.
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2.2 BirSrCanCu(14mO6+2n-8) (BSCCO)
The BSCCO-family of high T superconductor consists of three members with a

stoichiometry given by BizSr2CanCu(14n)O(6+2n-5) With n = 1, 2, or 3. The & is given to
explicitly represent the variable oxygen content found in these materials. These
compounds are commonly referred to as Bi-2201, Bi-2212, and Bi-2223 forn = 1, 2,
and 3, respectively. Fig. 2.1 shows the crystal structures for these three compounds

22 using the

along with the associated T¢'s. Table 2.1 also lists the crystals structures
standard Wyckoff notation. Refs. 22 nd P area good source for the crystal structures
of all of the high T, oxide compounds. Appendix A describes how to convert from the
Wyckoff notation to the actual positions of the atoms. The unit cell consists of two
identical perovskite-like blocks which have a shifted registry. Each block contains one,
two, or three CuO; layers separated from each other by a Cé layer. These closely
coupled CuQ3 planes are then sandwiched between a pair of SrO layers and finally two
BiO layers. Therefore the bounding layers of these subunits or blocks are composed of
BiO. When these blocks are stacked on top of each other there is a relative shift of ) a
which results in the Bi atoms of one block being coordinated with the O atoms in the
adjacent block’s BiO bounding layer. Therefore the unit cell consists of two of these
blocks. As is common in all high T¢'s the Cu atoms are either 4-fold, 5-fold, or 6-fold
coordinated with O atoms. Careful examination of the crystal structure?? also shows that

there is a superlattice modulation along the a-axis with a wavelength of ~ 26 A. This

modulation is believed to be mainly associated with the BiO bilayers.



18

2223

T,~ 110K

2212

6% &F
Rt

7]
.AT@%"Q
Tc~90K

®
)
0
T

O

O

Yl

[#)
T, ~ 10K

2201
£ @,
-
0
o

Figure 2.1 Crystal structures for the three members of the BSCCO family along with
the associated superconducting transition termperatures.



Table 2.1

BipSryCuOy  Apyns [Coom, NO- 661 a=536A b=537 A c=24624A
Atoms Site X y z
Bi 81) 0 02758 0.0660
Sr (81) 0.5 0.2479 0.1790
Cu (4e) 0.5 0.75 0.25
01 (8h) 0.75 0.5 0.246
02 (81) 0 0.226 0.145
03 (81) 0.5 0.334 0.064
Bi,SryCaCu,yOy Fromm a=b=54A c=309A
Atoms Site X y z
Bi (8i) 0 0 0.20
Sr (81) 0 0.5 0.11
Ca (4b) 0 0.5 0
Cu (81) 0 0 0.05
01 (16)) 0.25 0.25 0.05
02 (81) 0 0.5 0.20
03 (8i) 0 0 0.13
Bi,SryCapCusOy lyjmmm  2=b=038A c=37.1A
Atoms Site X y z
Bi (4e) 0 0 0.21
Sr (4e) 0.5 0.5 0.16
Ca (4e) 0.5 0.5 0.05
Cu (2a) 0 0 0
Cu (4e) 0 0 0.11
01 (4c) 0 0.5 0
02 (8g) 0 0.5 0.11
03  (4e) 0 0 0.16
04 (4e) 0.5 0.5 0.21

19

Crystal structure of the three members of the BSCCO family using the
standard Wyékoff notation. Data obtain from ref. 22 '
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Large (Imm x 1mm x 0.01mm) single crystals of the Bi-2212 compound can
easily be synthesized.25 Unfortunately the idealized forms of Bi-2201 and Bi-2223 have
not yet been isolated but can only be detected as constituent phases in a mixed phase
compound. One can synthesize single phase polycrystalline samples by substitutionally
doping La for Sr in Bi-2201 and (Pb, Sb) for Bi in Bi-2223.*® The resulting
superconducting transition temperature is unaffected for Bi-2223 but is increased in Bi-
2201 from ~10 K for the ideal structure to ~24 K for the La doped single phase samples.
For the intercalation studies on Bi-2201 and Bi-2223 we used these substitutionally
doped compounds with nominal compositions Bip 1Sri.sLag4aCuCy and
Bij 538Pb 325b0.1811,75Ca1 g§Cu2 750 for Bi-2201 and Bi-2223, respee::tivezly.26 Note
that throughout the text these two compounds will be referred to by their idealized

stoichiometry.
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Chapter 3
JIodine Intercalation of BSCCO

3.1 Preparation

One class of common intercalants for graphite and the dichalcogenides is the
alkali-metal group.9 Attempts to intercalate similar guesdt species into the oxide
superconductors did not yield positive results. For example, "intercalation” of K and Na
into Bi-2212 crystals results in a drastic decrease in T¢ and color change of the crystals,
but no significant change in the lattice parameters. This suggests that K and Na act as
oxygen getters instead of intercalants. Similar results are obtained for attempted Cu and
Ag intercalation.2’ On the other hand, we have been successful in intercalating iodine
into the entire BSCCO family which results in a dramatic change in the ¢-axis lattice
constant. 282 The stage-1 compounds are air stable with a measurable decrease in Tg.
Stage-2 iodine intercalated Bi-2212 has also been produced and the effect on T
determined.3? The effects of intercalation on the superconducting transition temperature
and the normal state transport properties have helped to clarify the picture of
superconductivity in the high T¢ oxides. 3!

The first step in manufacturing I-BSCCO is to properly prepare the pristine
BSCCO samples for intercalation. If the samples are too thick then it is very difficult to
obtain high quality single-phase samples. Typical sample thickness should be £0.2-0.3
mm with the best results found for samples less than 0.2 mm thick. The next step is to
prepare a Pyrex tube by necking down the tube in two places (A and B) and sealing one
end, see Fig. 3.1(a). The inner neck diameter must remain large enough to allow the
samples and the iodine to pass through. The BSCCO samples are placed in the end of
tube along with the iodine (approximately 5 to 10 times the volume of the BSCCO) and
the system is pumped out through a cold trap as shown in Fig. 3.2(b) to a pressure of

less than 50 mTorr. Note that the cold trap is necessary to prevent the iodine from
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Figure 3:1 Apparatus required for intercalation of iodine into BSCCO. (a) Pyrex
intercalation tube necked down at two places A and B. (b) Pumping
configuration. (c) Inverted rubber glove filled with LN> used to separate

iodine from sampies.
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reaching the pump and being dispersed into the air. At this point the tube is sealed at the
second neck B.

To avoid having the samples immersed in the liquid iodine when the tube is
heated it is necessary to separate the iodine to the other end of the tube. The easiest way
to achieve this is to stand the tube on end as in Fig. 3.1{(c) and place an inverted rubber
glove over the top of the tube. Fill the glove with LN and heat the other end of the tube.
Using this technique all of the iodine can be condensed to the top end of the tube.
Therefore, when the tube is placed in the furnace and hcatéd (in a horizontal orientation)
the majority of the excess iodine will liquefy on one side of the neck, A, and the samples,
being on the other side of the neck, will be exposed mainly to iodine vapor.

For making the stage-1 compounds the tube should be placed in a uniform
temperature oven with T = 130 °C for a period of 7 to 10 days. For temperatures less
than 100 °C and times less than five days the resulting materials are mixtures of stage-1
and pristine materials. The limit of 10 days is not strict since samples which were
intercalated over a period of 20 days show the same structure indicafing that the resulting
compound is a saturated phase. To produce majority phase stage-2 compounds one
needs to use the true two-zone technique. The iodine side should be maintained at a
temperature of T = 130-150°C while the sample end should be heated to T = 300-320 °C,
for a period of 14 days. To remove the samples the iodine end of the tube is cooled with
LN (while the sample side remains in the furnace) to quickly condense the iodine away
from the samples. The tube is then removed from the furnace and broken open and the
samples removed. Unlike most graphite intercalation compounds, the iodine-intercalated
oxide superconductors are stable in air, which greatly simplifies characterization of the

physical properties.
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Stage-2

2212

Figure 3.2 Schematic of the intercalation of Bi-2212 with iodine for both the stage-1
and the stage-2 compounds. The iodine intercalates between the weakly
bonded BiO bilayers as shown. The shaded regions represent the strongly
bonded main structural units of the host and the dashed lines represent the
CuO7 layers.
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3.2  Stucture

After intercalation, inspection of the samples shows three different looking
surfaces. A few of the samples have surfaces which are dull in color which is assumed
to be the result of iodine which has condensed and subsequently reacted with the air.
Most samples, however, have shiny surfaces very similar to the original BSCCO.
Careful inspection of these surfaces indicates that some of them have various striations of
a purple or blue color. This is also believed to be iodine, however in much smaller and
hence thinner quantities. Intercalated BSCCO retains the micaceous morphology found
in the original pristine host indicating that the bonding between the iodine and the
surrounding BiO bilayers is weaker that between any other layers. This is of course
consistent with the structural analysis below which shows that the spacing between the
jodine and the BiO layers is still quite large compared to any other lattice spacing.

Most of the detailed structural analysis has been performed on the intercalated Bi-
2212 material; however powder x-ray diffraction patterns and some TEM work confirm
essentially the identical results for the other members of the BSCCO family (Bi-2201 and
Bi-2223). Therefore, the structural analysis that follows will deal primarily with IBi-
7212 and differences in the other members will be addressed where necessary. Fig. 3.2
shows a schematic of the effect of intercalation on the Bi-2212 structure for both the

stage-1 and stage-2 materials.

3.2.1 Stage-1

The stage-1 compound was the first to be produced as a single phasé. The initial
determination of iodine content was made using weight measurements and scanning-
electron-microscope x-ray fluorescence indicating a 1:2 ratio of I: Bi. To determine if the
incorporation of iodine was an "intercalation” process x-ray diffraction studies were

performed.
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Figure 3.3 Highly oriented crystal x-ray diffraction patterns of (a) pristine
BiySr2CaCuOy and (b) BiaSrpCaCuz0x. (¢) Predicted diffraction pattermn
of IBipSraCaCupOy assuming that the iodine is intercalated between the BiO
bilayers.
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The x-ray diffraction patterns of highly oriented (along the c-axis) crystals of Bi-

2212 and IBi-2212 are shown in Fig. 3.3 (a) and (b), respectively. The ¢-axis unit cell
| dimension for the pristine material is 30.65 A, whereas that for IBi-2212 is 37.78 A,
corresponding to an increase of ~7.1 A, or 23%. The IBi-2212 material is stage-1 and
single phase to a resolution of better than 1% determined by the lack of pristine or other
phase diffraction peaks.

In order to be able to analyze the observed x-ray diffraction patterns 1 wrote a
computer program for the Macintosh computer which allows the user to enter an
arbitrarily composed unit cell of a layered material and the program would utilize the
known structure factors for the constituent elements and generate the expected x-ray
diffraction pattern (either (001) only or all (hkl) peaks). Although not as robust as doing a
full Rietveld analysis, this program made it possible to quickly determine the expected x-
ray diffraction patterns for a given structure. The program was tested by comparing the
output with x-ray diffraction patterns of known materials like pristine BSCCO.

For each unit cell of host Bi-2212 there are two intercalated layers of iodine; each
iodine layer expands the c-axis by ~3.6 A. To determine whether the intercalated layer
lies between the BiO planes or between the CuO planes, we calculated the expected
relative x-ray scattering intensities for both possibilities. We obtained good agreement
between the predicted and experimental intensities by assuming that the iodine layer is
between the weakly bound BiO bilayers. Fig. 3.3(c) shows the calculated intensity for
this configuration; the results should be compared to the experimental data in Fig. 3.3(b).
The small discrepancies can be accounted for by the fact that a somewhat idealized
layered host structure was used, in particular, no fine tuning of the oxygen positions out
of the layers or changes in the intra-host layer to layer separations were incorporated.
Also, to insure that the intercalation was a true bulk effect an intercalated sample was

multiply cleaved and each section was examined with an x-ray diffractometer. The data
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for each section was consistent with the intercalated structure and showed no trace of the
pristine phase.

In addition to the highly oriented configuration, x-ray diffraction patterns were
also taken for powder samples which showed all (hkf) peaks. The stability of the
positions of the (hk0) peaks upon intercalation indicates that the in-plane lattice spacing of
the building blocks of the host structure is not disturbed by the intercalants. The (hke)
peaks can only be indexed if we assume the BiO layer stacking sequence of AB..BA..A
in the pristine material is changed upon intercalation to a stacking sequence
A/A..A/A...A. A and B refer to BiO layers with 15 & shift with respect to each other,
the dotted line ... refers to the rest of the elements in the basic building block, and "/"
refers to the iodine layer. This assumption is also consistent with x-ray diffraction
computer simulations. A similar change in the stacking sequence is commonly observed
in graphite and the dichalcogenide intercalation compounds. Because of preferred
crystallite orientation in the diffraction specimens, enhancement of the (00£) peaks with
respect to the (hkf ) peaks is observed in the powder diffraction patterns and therefore it 1s
difficult to determine the exact position of iodine atoms in the ab-plane.

To unambiguously determine the locations of the "guest” iodine species in the
intercalated structure, crystals of pristine Bi-2212 and intercalated IBi-2212 were ion
milled and examined in the JEOL JEM ARM-1000 atomic resolution microscope using a
through-focus series of phase contrast images.32'33 This transmission electron
microscopy method derives sufficient contrast to directly image the heavier cations, but
not the lighter oxygen atoms. Fig. 3.4(a) shows the atomic resolution image of pristine
Bi-2212, viewed along the [110] direction. Note that from this viewing angle, the Bi
atoms in adjacent Bi-O layers (identified by horizontal arrows) are staggered. Fig. 3.4
(b) and (c) are the atomic resolution image of IBi-2212 viewed along the [110] and [100]

directions, respectively. These images clearly show an expansion of the Bi-O bilayers
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Figure 3.4 Processed phase contrast high-resolution electron microscope image of (a)
pristine BipSrpCaCu2Ox and (b) & (c) the stage-1 iodine-intercalated
superconductor IBisSroCaCu0x. The incident electron beam is along the
(a) [110], (b) {110] and (c) {010] directions. An arrow identifies a pristine
BiO bilayer and a bar identifies an intercalated layer.
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and the positions of the iodine atoms intercalated between the Bi-O bilayers (intercalated
layers identified by bar). In addition, intercalation shifts adjacent CuQO; plane-containing
blocks into common registry, thereby removing the staggered Bi sequence observed in
pristine Bi-2212. As a consequence, the stage-1 material has a c-axis lattice constant
which is smaller than in pristine Bi-2212 since it requires only a single building block of
the host structure in addition to the iodine layer to form a unit cell, whereas the pristine
material requires two building blocks due to the staggering of the BiO bilayers.
Comparison between images recorded under [010] and [100] directions demonstrate that
the iodine is located between the oxygen atoms in the sandwiching layers; therefore, the
iodine is epitaxially intercalated. Although only a few atomic layers are shown in Fig.
3.4(c), thé actual micrographs cover much larger areas (>1000 A), and confirm that long
range iodine order persists, consistent with x-ray studies. These images also confirm that
the intercalation of iodine does not alter intra-block lattice pararneters nor does it affect the

b*-axis lattice modulation observed in the pristine host material. 3

322 Stage:2

Stage-2 iodine intercalated regions were indicated as a minority phase using x-ray
diffraction on samples that had been intercalated in a uniform temperature oven with T =
300 °C for 10 days. Subsequently this phase was isolated using the technique described
in section 3.1 yielding samples which are nearly phase-pure stage-2 with minority phases
of stage-3 and stage-4 also present. High resolution TEM images were obtain for this
material, see Fig. 3.5, wh‘ich clearly show the iodine epitaxially intercalated into every
other BiO bilayer. Again the arrow identifies a pristine BiO bilayer and a bar identifies an
intercalated layer. Each intercalated iodine layer expands the lattice by 3.6 A as observed
in the stage-1 material. Also, the présence of iodine again changes the stacking sequence

(between adjacent BiO bilayers) to a commonly registered stacking sequence. In



Figure 3.5 Processed phase contrast high-resolution electron microscope image of the
stage-2 iodine-intercalated superconductor IBigSraCasCusOx. The arrow
identifies a pristine BiO bilayer and a bar identifies an intercalated layer.
Note the shifted registry in the unintercalated BiO bilayers.
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particular, the stacking sequence AB..BA...AB relevant to pristine Bi-2212 changes in
the stage-2 compound to AB..B/B...BA..A/A...AB. Here again, A and B represent
BiO layers shifted by /2 & with respect to each other, thie dotted lines represent the other
elements inside the block, and the "/" represents the iodine intercalant. Note that this
implies that the ¢-axis lattice parameter is significantly larger than in the pristine or stage-
1 materials since it must include four building blocks of the pristine material in addition to

the iodine layers to form the unit cell.

3.2.3 Higher stages

Higher stages have been identified (using high resolution TEM) as minority
phases present in the predominately stage-2 materials.>* A significant number (2 5 ) of
repeated units of stage-3 have been observed, however regions with a stage index up to
20 have also been imaged. At present all attempts to isolate these higher stages as
majority phases have not been successful.

Table 3.1 is a summary of the lattice constants (A), space groups, and distances
(A) between the adjacent cation layers in the jodine intercalated BSCCO family. All of
these data have been obtained using the results of the high resolution TEM work except
for the case of Bi-2201. The results for Bi-2201 were obtained from powder x-ray
diffraction studies only. Also recall that the identification of Bi-2201 and Bi-2223 is ideal
since the actual material contains various dopants in order to isolate the desired host

structure phase, (see section 2.2.1}.
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Table 3.1  Comparison of the lattice parameters (A), space groups and distances (A)

between adjacent cation layers in the host superconducting BSCCO and the
iodine-intercalated superconductors. The distances between the layers are

defined using the ¢ coordinates of the cations.
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3.3 Current status
Since the discovf:ry28 that iodine could be successfully intercalated into the
BSCCO host structure yielding high-quality phase-pure stage-1 compounds numerous
groups have successfully repeated the intercalation process with iodine and have made
SOme progress in intercalating other "guest” species into the oxide superconductors. This
section is meant to be a brief overview of the current status of intercalants that have been
tried and in some cases been successfully intercalated into the BSCCO structure. Several
groups35'38 have been pursuing electrochemical intercalation of the alkali-metais into
BSCCO. One group also reported more work on electrochemical intercalation of

Cu. 3940 Grigoryan et al. have done a considerable amount of work*1-4

atternpting to
intercalate ring-shaped organic molecules like benzene and the metal-phthalocyanines into
BSCCO but at present they have not been successful in obtaining uniform phase
materials. Numerous groups have been pursuing other halogens besides iodine.
Evidence has been reportcd40’46'47 for the successful intercalation of Br into BSCCO but
the resulting material is unstable in air and can not be made phase pure since the reactivity
of Br makes the samples too fragile for concentrations x 2 0.3, where x is defined by
BryBisSryCaCuz05. Recently, Mochida et al. reported39 the successful intercalation of
the combination of IBr with a lattice constant expansion only slightly larger than that

8 on some very exciting work by

found for Br alone. And finally there is a report4
Kumakura ez al. where they show extremely clean x-ray diffraction data indicating the
successful intercalation of Agly into Bi-2212 with a resulting increase in the lattice
constant of more than twice that found in the IBi-2212 system. The intercalated oxide
superconductors have become a growing sub-field in high T research and it shows the

promise of not only generating new novel materials but it also can shed some light on the

poorly understood mechanism of superconductivity in these materials.
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Chapter 4

Intercalation and T,

4.1 Stage-1 I-BSCCO series

One of the goals of this project was to examine the changes in the physical
properties of the oxide superconductors as the crystal structure is modified via
intercalation. In particular, intercalation provides a controllable means of investigating
the mechanism responsible for high-T¢ superconductivity, in addition to the possibility of
improving the superconducting properties of the pristine materials, and developing new
high-Tc superconductors and superconducting devices. Therefore, one of the first
studies performed on these new iodine intercalated BSCCO materials was the
examination of T, and its dependence on the intercalation process. This study naturally
divides into two parts; How does T¢ change for the different members of the BSCCO
family on the intercalation of iodine and what effect does stage index have on the
superconducting properties of a particular member of the family? The first of these
questions will be addressed in this section and the second will be addressed in the
following section.

The transition temperature was determined in these samples using one of three
standard techniques: The first, and easiest and quickest by far, was to measure the ac
susceptibility using a homemade rf resonant magnetometer described below. The second
method employed was to measure the dc susceptibility using a Quantum Designs dc
superconducting quantum inierference device (SQUID) magnetometer. This method was
particularly well suited for measuring the polycrystalline samples of the pristine and
intercalated Bi-2201 and Bi-2223 materials. Finally, the temperature dependence of the
resistivity of single crystals of Bi-2212 and IBi-2212 was also measured and is described

in more detail in Chapter 5.
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The basis of the determination of T for a superconductor using susceptibility
measurements is either the Meissner effect or the shielding effect depending on the
experimental arrangemen.t. The shielding effect is typically measured by cooling the
sample in zero magnetic field to well below the transition temperature and then turning on
a small uniform dc magnetic field and measuring the magnetization while the sample is
warmed back up through the transition temperature into the normal state. This is
commonly referred to as a zero-field-cooled (ZFC) technique. From Maxwell's

equations, the response to the magnetic field for a perfect conductor is given by

Vzﬁz,)s—ﬁ (4.1)
L

where A1 is the London penetration depth. Therefore, since the initial flux was zero this
implies that the system will generate shielding currents to prévent the flux from changing,
i.e., as the flux will be excluded from the sample. On the other hand, the response to a
magnetic field for a superconductor is determined from the "second London equation”

which, in the London gauge, is given by49

-
J . 470\.1‘ A (42)
from which it follows that
V2B = ..?.}... B (4.3)
L

This equation accounts for the Meissner effect which states that for small magnetic fields

no flux will penetrate into a superconductor beyond a skin-depth given by A1, whether or

not there was a field present before the sample became superconducting. In contrast to
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the shielding effect, this corresponds to an expulsion of the flux from the sample. To
measure the Meissner effect one first turns on a small uniform dc magnetic field when the
sample is in the normal state well above the transition temperature, then the magnetization
is measured as the sample is cooled down through the superconducting transition. This
is commonly referred to as the field-cooled (FC) technique. For samples much larger that
the penetration depth, the entire flux should be expelled and therefore the measured dc
susceptibility should be Xac = Mg/H =-1/4n. It is useful to define the "Meissner
fraction" as -4nMg/H, where H is the internal field (the applied field co_rrected for shape
demagneﬁzation49). It is worth emphasizing that the Meissner fraction and not the size of
the ZFC susceptibility, or, by extension, of the ac susceptibility, is the better measure of
the true volume fraction of superconducting material. The reason being that for the ZFC
case only the surface of the sample need be superconducting in order for the flux to be
excluded from the entire volume. On the other hand, the Meissner effect generally
underestimates the actual volume fraction, especially in the high T¢ oxides, because of the
incomplete flux expulsion due to flux pinning.

Measurements of the ac susceptibility were performed using a homemade rf
resonating magnetometer operating at ~10 MHz. A schematic of the resonating circuit
and the electronics is shown in Fig. 4.1. The basic concept behind the device is as
follows: Neglecting the resistance of the wires for now, the resonant frequerncy of a
parallel inductor-capacitor circuit is given by @2 = 1/LC, where L is the self-inductance of
the coil and C is the capacitance of the parallel capacitor. The self-inductance is related to
the amount of flux linkage through the inductor due to current flowing in the inductor.
The sample is placed on top of the coil and i held in place with a small amount of mineral
oil. The size of the sample must be comparable to the size of the coil. Well above the
transition temperature the presence of the sample has little or no effect on the amount of

flux linking the inductor and hence the resonant frequency is essentially independent of
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Figure 4.1 Schematic for the homemade rf resonant magnetometer used to determine
the superconducting transition temperature. The capacitor values are
shown. The sample is placed on top of the manganin coil. This feedback
loop maintains the frequency at the resonance frequency as the inductance of
the coil changes when the sample goes superconducting. The output of the

lock-in is the measured signal.
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temperature. When the sample goes superconducting it excludes the flux from
penetrating it. Since the sample covers a fcasonably large area of the coil and is sitting
immediately on top of the coil, this flux exclusion will necessarily reduce the flux through
the coil. Thus, the self-inductance of the coil changes which then is detectable as a
change in the resonant frequency of the LC circuit. Since all changes are small (typical
Af = 1%) the change in resonant frequency is roughly proportional to the ac
susceptibility, Xac. Obviously, this technique can not yield the actual magnitude of Xgc;
however it works quite well in determining the transition temperature when compared to
other techniques like using a dc SQUID magnetometer or measuring the resistive
transition.

The details of the typical values used for the capacitors and inductor are shown in
Fig. 4.1. The coil itself is wound from manganin wire (for reasons discussed below)
and consists of 3-4 concentric turns in a planer geometry with the outer turn diameter = 3
mm. A simple calculation of the self-inductance of this geometry yields L = 1x10-°H
which is consistent with the value of the resonant capacitor = 1000 pF and a resonant
frequency of about 10 MHz. Notice that the two 10~100 pF capacitors serve only as
decoupling capacitors. A feedback loop using an EG&G 5202 lock-in amplifier (0.1 - 50
MHz) and an HP3314A Function Generator with a voltage-controlled-oscillator (VCO)
input are used to track the resonant frequency. The tracking circuitry is based on the idea
that when a resonant circuit is driven slightly off resonant the signal generated across the
circuit will have a phase shift relative to the drive signal. That phase difference is
detected by the lock-in which then outputs an amplified voltage proportional to the phase
difference. This output is then fed into the VCO input of the frequency generator which
adjusts the output frequency thereby completing the feedback loop. In principle the gain
on the signal coming out of the lock-in should be as large as possible so as to keep the

drive frequency nearly identical to the resonant frequency, however merely using the x10
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gain available on the phase quadrature output on the EG&G lock-in proved sufficient for
the feedback loop. Another factor affecting the sensitivity of the circuit to a changing
resonant frequency is the Q of the circuit which is dependent on the resistive losses and is
typically on the order of 10 ~ 20 for the set-up shown in Fig. 4.1. This dependence on
the net resistance is the reason for using manganin wire for the inductor coil. First,
manganin wire has a relatively high resistance compared to the copper wire used in the
rest of the circuit and therefore the resistance of the coil dominates the resistance of the
circuit. Second, the resistance of manganin is nearly independent of temperature so the Q
of the circuit remains roughly constant from room temperature down to liquid helium
temperatures.

This circuit was mounted on a probe which was designed to fit into a homemade
helium gas-flow cryogenic system. Cold helium gas passes out of the dewer in a
thermally insulated tube and flows over a copper head inside of which is mounted the
inducting coil. Semi-rigid coaxial cables feed the signal out of cold region of the probe to
a box (at room temperature) located about 10 inches away. Within this box are located
the resonant and the decoupling capacitors shown in Fig. 4.1, With this system one can
cool rapidly to just above T, wait several minutes for the system to thermally stabilize
and then slowly change the temperature through the transition. Because of the small
thermal masses involved it was possible to make several (> 5) measurements in a single
day.

Fig. 4.2 shows the dc susceptibility (ZFC) of a pristine Bi-2201 specimen and the
complementary stage-1 iodine intercalated sample as functions of temperature. The onset
T, of the intercalated compound is decreased by only 2 K with respect to Tc = 24 K for
the (La doped) pristine material. Fig. 4.3(a) shows the ac susceptibility of a Bi-2212
single crystal before and after intercalation to stage-1. The onset T¢ is 90 K for the

pristine sample and 80 K for the sample after intercalation. The T¢ of different pristine
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Bi-2212 samples is somewhat dependent on the details of the crystal synthesis, ranging
from 85 to 92 K. However the stage-1 intercalated IBi-2212 structure always has a T¢ of
78 - 80 K. Fig. 4.3(b) shows the ac susceptibility of pristine Bi-2223 and a stage-1
intercalated polycrystalline IBi-2223 sample. The Tc of the intercalated sample is
depressed by ~10 K with respect to T = 110K for the pristine sample. In all cases there
is clear evidence that all three intercalated compounds are bulk superconductors with a
Meissner fraction similar to that of the corresponding pristine compounds.

Since this intercalation technique involves maintaining the samples at ~130°C for
a long period of time (= 10 days) there is some question as to whether the observed
reduction in T is due to this "annealing" process. To insure that the long term low
temperature annealing technique did not affect Tc independent of the presence of iodine,
pristine samples were sealed in an evacuated tube without iodine and exposed to the same
temperature cycle. The transition temperature of these samples showed no noticeable
change.

The intercalation of iodine into the BSCCO structure may have two effects on the
host structure, both of which could in principle affect the transition temperature. The first
is a modification of the inter-layer coupling of the CuO2 sheets from one block of the host
structure to the next. Several models in the high T¢ oxides incorporate this type of
coupling and therefore must anticipate the observed changes in the transition temperature
upon iodine intercalation. A detail discussion of these types of models is given later in
this chapter and in chapter 5-Electrical transport. The second mechanism, which is
common for intercalated compounds, is charge transfer. Itis well known?? that varying
the concentration of holes in the CuO layers significantly affects the observed transition
temperature. Because of the electron negativity of iodine one would expect that the
presence of jodine would increase the hole concentration in the host structure. There is

clear evidence that there is-some charge transfer between the iodine and the adjacent BiO
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bilayers. First, there is a significant shift in the x-ray-absorption near-edge structure®
for the Bi L3-edge in the iodine intercalated compound compared to the pristine material.
Second, there is a dramatic change in the temperature dependence of the c-axis resistivity
upon intercalation, going from semiconductor-like to metallic-like, indicative of a change
in the transport characteristics across these weakly bonded BiO bilayers. (This effect will
be discussed further in chapter 5.) What is not clear, however, is whether there is any
significant charge transfer from the iodine to the important CuGy layers. The literature is
presently £il1ed30-31:51-55 with conflicting reports as to what extent this charge transfer
exists and consequently how important it is to the observed changes in the transition
temperature. One measurement we performc:d31 was to determine if any change occurred
in the in-plane resistivity, pab, Of a single sample by measuring it before and after
intercalation. Since the in-plane transport is dominated by conduction along the CuO2
planes, any change in the number density of carriers should show up as a change in Pab.
This type of change in the in-plane conductivity can clearly be observed in the
intercalation compounds of graphite. Of course in this case the intercalant is located
immediately adjacent to the conducting graphite sheets. This is in contrast to the
intercalated BSCCO case where the iodine is located several atomic layers away from the
CuO> layers. We detected no change in the resistivity per CuQy sheet to within the
experimental accuracy of ~1%. This experiment is also discussed in more detail in
chapter 5.

By measuring the x-ray—ébsorption near-edge structure corresponding to the Cu
K-edge, Liang et al. determined>! that there was only a very small (0.03 holes per Cu)
increase in the hole concentration. More importantly, Fujiwara et al. measured>~ the
effect of hole doping in the iodine intercalated system by using the host structures
BisSryCay . x YxCup0g with differing values of x. Since the Y concentration directly

affects the hole density in the CuO» layer, they were able to directly measure the Tc vs.
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hole doping curve by using host samples with different values of x. This study showed
that there may be a charge doping of about 0.025 holes per Cu, however, it also explicitly
separates the effects of charge transfer and inter-layer coupling since if the change in T¢ is
simply a charge doping effect then for some concentration of x the original T value
should be obtained. The results indicate that the majority ef the change in T¢ upon
intercalation is due to the modification of the inter-layer coupling and only a small amount
is related to hole doping. In addition, comparison of AT for IBi-2212 and 1Bi-2223
indicates that they are virtually the same which is also not in agreement with the hole
doping hypothesis for the following reason. First, we note that the amount of charge
transfer from the iodine to the CuO3 planes is the same in both cases. This assumption is
based on the observation that the local environment of the iodine is the same in both
systems and the x-ray and TEM studies show that the lattice expansion upon intercalation
is also identical, If charge doping where the sole cause for the depression in T¢ then one
would expect that the IBi-2223 system would show a noticeably smaller change in T¢
since the same amount of holes doped in must now be shared among three CuQOg sheets
whereas for IBi-2212 these extra holes would be distributed over only two CuO; sheets.
Given the current level of understanding, it appears as though charge doping to the CuO»
Jayers can not be ruled out as having some affect on the transition temperature but it is
unlikely that it is the dominant cause of the observed depression in T in the intercalated
oxide superconductors. Therefore throughout the rest of this thesis it is assumed that the
most important mechanism responsible for the observed changes in T is related to the

effect that intercalation has on the inter-block coupling of the CuO7 planes.

4.2  Tuning Tcvi It in ion
As discussed previously, compounds with stage index n = 2 have been isolated as

a majority phase. Therefore, the ability of produce largely homogeneous stage-1 and
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Table 4.1 Comparison of the superconducting transition temperatures (K) for all
members of the BSCCO family as well as the stage-1 and stage-2 iodine

intercalated BSCCO materials.
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stage-2 compounds of I-BSCCO allows a direct comparison between structural and
superconducting properties. Fig. 4.4 shows the ac susccptibility, Xac, as a function of
temperature for pristine Biz8r2CaCuz04, stage-1 IBiSr2CaCu20y, and stage-2
IBisSr4CasCusOy. Well-defined transitions to the superconducting state are clearly
visible not only for the pristine and stage-1 material but also for the stage-2 compound.
The T, for the stage-2 IBisSrqCazCugOx is 85 K, corresponding to a ~5 K depression
with respect to the pristine material.

Table 4.1 summarizes the effects of iodine intercalation on the BSCCO family.
We see that the change in the transition temperature is depenéent on both the member of
the family involved, 2201, 2212, or 2223, and on the stage index with increasing stage
index resulting in a smaller change. The shift in T¢ for different intercalation stage
structures can be used to estimate the size of the adjacent block coupling in pristine and
intercalated BSCCO. We assume that intercalation reduces the interblock coupling due to
an increase in the distance between the CuOg-containing blocks. Stage-1 intercalation
reduces the adjacent block coupling in both directions along the ¢-axis, while stage-2
intercalation preserves the original coupling in one direction for each block. Since AT,
for the stage-1 material is -10K while AT for the stage-2 material is only -3K,
empirically it appears as if next-block coupling contributes about 5K to T for each
neighboring block of pristine BizSr2CaCu20x. Here we examine two prototypical
layering models, both of which are capable of explaining the behavior of T¢ upon mult-
stage intercalation. No specific microscopic mechanism is assumed, and the parameters
in each model are determined here phenomenologically.

The simplest layer coupling model is one where T, varies linearly with the
interplane coupling. Each CuO plane is coupled to its neighbors in the c direction, but
intraplane coupling is neglected. Wheatley, Hsu and Anderson (WHA)56 have used this

type of model to discuss superconductivity due to spinon-holon scattering. Despite



49

BiO,
emeaeeeeee- CUO

e®88 8 |[odine

Pristine

Figure 4.5 Schematic representation of the coupling parameters A between the different
CuO3 layers in the pristine, stage-1, and stage-2 compounds. Ao is the
coupling parameter between CuQ; layers within the same block, A1 (A1) is
the coupling parameter between CuO> layers in adjacent blocks across a
pristine (intercalated) BiO bilayer.
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inconsistencies in the spinon-holon theory as a whole revealed by transport
measurements (see chapter 5), the layering model used by WHA is non-mechanism
specific. Here we apply the layering scheme to the present experiment to discuss the
effects of i_ntercalation and exhibit the merits of this approach.

In the linear layering model, the superconducting amplitude in plane i, 1,
depends on T+1 and ;.1 and the couplings between the planes, A; ;41 and A;;.1. For
BisSraCaCuyOy, there are two different couplings, Ao and A1, (see Fig. 4.5.) for nearest
and next-nearest planes respectively. The nearest planes are within a block whereas the
next-nearest planes are in adjacent blocks. Since all the CuO2 planes are equivalent, all

the 1's are equal and the eigenvalue equation for T, (Ao + A1) 1 = Tcn, yields
T(pristine) = Ao + A1. (4.4)

For stage-1 IBi2SrpCaCusOx, the model is the same but with A1 replaced by A1’

since the next-nearest plane coupling is assumed to be grossly affected by the

intercalation, see Fig. 4.5. The predicted stage-1 T is then Ao + A1

For stage-2 IBigSr4CasCuyqOy, the CuOQ7 planes are no longer equivalent; there
are planes (a) coupled by Ao and A1, and planes (b) couipled by A, and Ay', see Fig. 4.5.

The eigenvalue equation for T¢ is then
TC(“a) | Mo (na} @.5)
M/ [ A\ T

If we assume intercalation completely destroys the next-nearest plane coupling, then

A1'—0, and the measured Tc(stage-1) yields Ao = 80K. With T(stage-2) = 85K, Ao =
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Stage : Predicted
Index T, K)
2 85
3 87
4 g8
5 89

Table 4.2  The predicted superconducting ransition temperatures for different stage
indices based on a generic linear inter-layer coupling model.



52
80K, and A1'= 0K, we find A1 =9.7 K. This is consistent with the results for the
pristine material where T is typically 90K [ = (Ao + A)].

It is possible to use the above analysis to predict the T¢'s for higher stage
compounds, Assuming Ao = 80K, A; = 10K and A;'= OK, Table 4.2 shows the
predicted T¢'s for stages 2, 3, 4, 5, and 6 which rapidly approach the T for the pristine
material as can be expected. Although we have demonstrated that stage-3 and stage-4
structures exist for iodine intercalated BipSr2CaCuyOx, we have not been able to reliably
determine the T¢'s for these minority phases.

A second approach incorporates interplane interactions into a BCS-like
framework. Such a model has been advanced by Thm and Yu (IY)57, although TY
neglected interblock coupling. Since our experiments indicate that this coupling cannot
be neglected, we incorporate such a coupling into a phenomenological model which is
essentially an extension of the original IY work.

In the IY model the transition temperature is given by kT, = 1.14hw exp(-F)
where ho is the range of the pairing mechanism and F is obtained by solving the

following set of gap equations,

Ay [1 - l'aF(AE)] = ; A?)‘EX‘F(AE’) (4.6)

haw
N2
» tanh[(ez + Ag) ZkT}
A)=1| de @.7)
{e2 + Apz}”z
0

where A, is the gap associated with a given layer €, F(Ay) is the gap function, € is energy,
k is Bolzmann's constant, A, [Aer] is N(Ef)V, [N(Ef)Ver), the intra-plane and nearest

(within the same block) CuQ» plane couplings, V is the strength of the interaction, and
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N(€E¢) is the density of states at the Fermi level and is assumed to be the same for all CuOp
planes. The smallest positive F produces the lowest free energy and hence the highest T
so the desired solution is this value of F.

We extend the IY model by including the effects of the next-nearest plane
coupling into the calculation. This introduces an additional coupling constant, Aq
corresponding to the next-nearest plane coupling, i.¢., the coupling between the CuO;
planes in adjacent blocks. Just as in the linear coupling model discussed above, we
assumme that the effect of intercalation is to change Ay —> Ay’ = 0. That is to say, the
coupling across an intercalated layer has been reduced so far that it can be treated as zero.

Given this assumption, we derive® the following results,

F(pristine) = (m) | (4.8)
F(stage-1) = (?\-a i lﬂ} 4.9)
F(stage-2) = ) | (4.10)
o
F(Bi-2223)=(la+ ﬁller-* :\n) | (4.11)

Notice that the results of our calculation for stage-1 agree with the TY results for pristine
Bi-2212 as they should since in both cases the effects of inter-plane coupling are ignored.
If we fit the coupling parameters Aa, Aer, and An for ho= 0.1 eV (from 1Y) to the
experimentally determined T¢'s of pristine Bi-2223 (T, =110K) and the pﬁétinc Bi-2212
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(T¢ = 90 K) and stage-1 IBi-2212 (T = 80 K) compounds, we obtain ha =0.2840, Aer =
0.0725, and A, = 0.0156. Although Aq is small (~5% of Ap), it is over 20% of the size
of Aerand therefore not negligible. Inserting these parameters into Eq. (4.10), this model
predicts the stage-2 T¢ to be 84.9 K, in excellent agreement with the experimentally
determined T = 85 K. Hence with the interblock coupling included, a BCS-like model
accounts well for the intercalation-induced shift in T for the stage-2 material. The model
can also be extended to predict the T¢'s of higher stage compounds, although the
dependence of F on the coupling is much more complex than for lower stages.

Therefore we conclude that the effects of interblock coupling are indeed important
in determining the ransition temperature in the BSCCO system. In addition, intercalation
provides an excellent technique to extract the importance of this coupling because of the
controlled fashion in which the crystal structure is modified. There are two important
. steps in this line of research which need further study. First. one would like to be able to
compare and contrast the effects of intercalation on a host structure using two different
intercalants to help isolate intrinsic effects. Until very recently no other intercalant has
been incorpora-ted into the BSCCO structure as uniformly and cleanly as iodine.
Kumakura et al. appear to have intercalated Agly into BSCCO® resulting in a very clean
system with the lattice constant expansion of more than twice that found in the IBi-2212
system. We have tried to produce this intercalation compound without success. One
difference is that their host structure is polycrystalline BSCCO crystals imbedded in Ag
tape, whereas we have used high quality single crystals. Kumakura er al. report that the
resulting change in T for this material is AT = -26 K, and at this point it is unclear if
charge transfer effects are playing a role. The other line of research would be to examine
the effects of intercalation on one of the other high T, compounds. The first obvious
choice would be the closely related T compounds. Unfortunately, the Tl-system differs

from the BSCCO system in one important respect, the binding between the T1 bilayers is



55

considerably stronger than in BSCCO. One simple way 1o see this is to compare the
lattice spacing of these layers, in pristine BSCCO the BiO-BiO separation distance is 3.24
A whereas for the T1 compound the TIO-T1O separation distance is only ~2.0 A which is
comparable to all the other layer to layer spacings in this material. Therefore, the Tl
compound does not have a micaceous morphology and is not a good candidate for
intercalation. Of course, the other side of this is that if it could be intercalated there is no
a priori reason for the intercalant to go between the T1O bilayer and it may in factend up .
much closer to the important CuQ» layers. As for other high T¢ compounds, some claims
of fluorine intercalation into YBasCu3Oy were reported but subsequent studies showed
that this was a cubstitutional effect where the apical oxygen atoms located above the Cu
atoms in the BaO plane were being replace by fluorine. Therefore, to date no other high

T, compound has be successfully intercalated.
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Chapter 5

Electrical Transport

5.1  Introduction

The unusual normal state properties of high T copper oxides have been the focus
of many theoretical studies. It has been claimed™® that clarifyirfg the nature of the normal
state could be the key to understanding the mechanism of high T superconductivity in
these materials. Various theories® have been proposed which differ in their descriptions
of the normal state and in particular the conduction mechanisms between and within the
CuOs planes and their role in high T superconductivity.

In pristine Bi-2212, the normal state in-plane resistivity typically varies linearly
with temperature, whereas the out-of-plane resistivity almost universally displays
semiconductor-like behavior.8® In addition, the ratio of the out-of-plane to in-plane
resistivities can be as high as 10,000. An important issue is whether these anisotropies
arise from the intrinsic nature of the CuO7 network and are intimately related to T, or if
they are just a consequence of the intermediate layer structure between the CuO2 planes
with no direct relation to the superconductivity mechanism.

Intercalation allows us to shed some light on these questions because one is able
to modify the pre-existing structure in a very controlled way. Intercalating into the
BSCCO structure between the BiO bilayers will physically increase the separation
between the CuO2 planes in adjacent blocks. However, the electronic coupling between
the layers will depend critically on the intercalant. Studies on both the in-plane and out-
of-plane resistivites in jodine intercalated Bi-2212 were pﬁrformcd.3l In the normal state
above T, intercalation is found to have no effect on the CuOp plane sheet resistance of
the host Bi-2212 material, but it results in a "metallization” of the out-of-plane electrical
conduction. These results are directly relevant to the issues of interplanar coupling and

the superconductivity mechanism.
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52 lication m

Attaching contacts to the intercalated BSCCO samples proved to be fairly
difficult. First we simply attempted using silver paint (Dupont, Conductor composition
#4929N) as is done in the pristine material. One typically bakes on the contacts to the
pristine material to get contact resistances of < 1 Q. To avoid de-intercalation problems
this baking proceedure was not done on the intercalation samples. Even without baking,
the contact resistance to pristine BSCCO samples was typically 1- 10 2. For intercalated
BSCCO the resulting contacts where unusable with a contact resistance of >1000 Q.
Believing that the problem was accumulated iodine on the surface, the samples were
freshly cleaved and then the contacts where applied immediately. Although this improved
the situation, the contact resistance was still too large, typically 2 300 €2. It appears that
the iodine in the sample reacts with the silver forming Agl which is an insulator, hence
vielding the large contact resistances. Several other types of contact paste where tried
including Au and graphite, but these also did not work for unknown reasons. Silver
epoxy was also tried without success. We then tried to sputter contacts onto the sample
using a Hummer X sputtering machine. Samples were freshly cleaved and masked and
placed in the sputtering machine. Attempts where made using Au, Ag, Au/Pd, Pd. All
of the resulting contacts where not satisfactory. Next we ried evaporating contacts using
gold or indium with similar poor results. The next attempt was to apply contacts to
samples prior to intercalation and see if they survived the intercalation process. Several
samples with virtually all of the different contact types previously applied were
intercalated with iodine. None of the contacts survived. Finally, decent contacts where
achieved using Pt paint (Englehard, #6926). This was missed the first time because the
Pt paint itself will dry with a high resistance if the improper amount of thinner (Ethyl-

- Butyl Acetate — Kodak) is used.
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The following procedure was employed to achieve good electrical contacts to the
jodine intercalated samples. First the Pt paint was thinned with a small amount of EB
Acetate. To check that the Pt paint had the appropriate amount of thinner, some paint was
applied to a cover-glass slide which was then heated to = 100 °C for about 30 - 60
seconds. If the resistance was too large the consistency of the paint was changed and the
test repeated until the resistivity of the dried paint itself was less than a few mQ-cm. At
this point 1-mil annealed gold wires were attached to a freshly cleaved sample using the
Pt paint mixture. If the sample is not freshly cleaved thcﬂ one can not get low contact
resistances. After attaching the wires with Pt paint, the sample was placed (in air) on a
preheated hot-plate at a temperature of 100 - 120 °C for 15 - 45 seconds. If the
temperature is significantly higher (> 200 °C) than this then evidence of escaping iodine
can be detected around the sample. The best samples had contact resistances of less than
10 2 but samples with contact resistancés of up to 50 £2 where used successfully.

Unfortunately, if the samples are cooled to LN temperatures with just the Pt
paint to hold the wires on then the difference in thermal contraction between the sample
and the Pt paint combined with the brittleness of the Pt-contacts results in the contacts
popping off. To avoid this problem an additional material must be applied to provide
mechanical support. Different electrically insulating materials like GE varnish and
various epoxies were tried but all of them reacted with the Pt-contacts and destroyed
them. Finally, what was used was partially thinned (EB Acetate) Ag paint applied over
the Pt-contacts so that it made physical contact to the sample on either side of the Pt-paint
contact. The Ag paint mixture was thick enough that it would not freely flow but thin
enough so that it could be applied easily. The Ag paint provides the mechanical support
and the Pt paint provides the electrical contact to the sample. Care was taken to avoid

physical contact between the Ag paint from adjacent pads.
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There were sevéral different contact geometries employed. To measure only the
ab-plane resistivity (pap), the in-line four probe configuration shown in Fig. 5.1(a) was
used. If the c-axis resistivity (pc) was required then one of two geometries were used.
The first, shown in Fig. 5.1(b), consists of a four point geometry with large area current
pads and small area voltage pads. For some samples, the current pads actually
surrounded the voltage pads yielding a donut-like geometry. The problem with this
configuration was that because of the additional Ag paint required for mechanical support
the actual electrical contacts could not be brought very close together. This resulted in the
c-axis measurement being contiminated by the ab-plane resistivity.

The most common method used was that of the Montgomery conﬁguraticmﬁ1‘62
shown in Fig. 5.2. This method is ideally suited for measuring materials with an
anisotropic resistivity. The only requirement for using this technique is that the sample
geometry must be rectangular. The standard configuration, Fig. 5.2(a), consists of
placing four small contact pads in the corners of one face of the sample. Two different
resistances are measured, first current is applied to contacts A-B and voltage is measured
across C-D yielding Rap cp and second, current is applied to contacts A-C and voltage is
measured across B-D yielding Rac,Bp. If the sample is thin and has an isotropic

resistivity then it was shown by L. J. van der Pauw®? that the resistivity is uniquely

determined by these two resistances and is given by solving the equation,

cxp(ﬂg—gg) + exp(:mg) =1 (5.1)

H. C. Montgomery extended this work to the case of a rectangular prism sample with
edges in the principle crystal directions. With this configuration there are only the three
diagonal components to the resistivity tensor, pi1, p22, and p33. The concept behind the

Montgomery method is that an anisotropic sample with edge lengths, £y, &, and &3, will
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Figure 5.1 (a) Standard in-line 4-probe contact configuration. (b) Large I-small V 4-
point contact configuration for measuring pe.
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(a)

Figure 5.2 Contact configurations for the Montgomery method. (a) Standard
configuration. (b) Stripe geometry to "short out” third dimension and put
sample in “thin" limit.
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behave the same as an isotropic sample with the edge lengths modified to compensate for
the original differing resistivities. In othef words, by just measuring resistances, you can
not tell the difference between a sample 1mm long with a resistivity of 10 uQ-cm and a
sample 10mm long with a resistivity of 1 pQ-cm. Once-the appropriate edge length
corrections are made then one needs to determine p. The form given in Eq. 5.1 is only
valid for a thin sample, e.g., a thin film, however, Logan et al. have solved the problem
for a sample of arbitrary thickness.%% Therefore the Montgomery technique is to use the
graphical solutions of Logan ez al. to obtain p and then invert the process to obtain the
two resistivity components in the plane of the original resistance measurement. If the
third component of the resistivity tensor is required then an additional measurement using
one of the other non-identical faces of the sample is required.

For the typical measurements on BSCCO and I-BSCCO, one of the sample edges
corresponds to the c-axis and the other corresponds to a mixture of the a- and b-axes.
Since the p, and py, are nearly the identical, especially when compared to pe, this mixture
does not affect the results. Given that the typical sample thickness in the ¢ direction is
~10 - 30 pm it is not feasible to apply the point contacts directly to the face we wanted to
measure, i.e., the thin edge. Instead, contact strips were painted down the edge on the
ab-face of the sample as shown in Fig. 5.2(b). This effectively shorts out one of the
sample directions (in the ab-plane) allowing us to us the “thin" sample approximation
found in the Montgomery papcr.61 Comparisons of the accuracy of this method were
obtained by adding two extra stripes on one of the ab-plane faces allowing the
simultaneous measurement via both the Montgomery method and a standard in-line four
probe geometry. Both techniques gave nearly identical results for the in-plane resistivity.
Of course the advantage of the Montgomery method is that it also gives the ¢-axis

TESIStivity.
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5.3 Contactless resistivity measurement technigue

It is very difficult to obtain a highly accurate measurement of the magnitude of the
resistivity in the BSCCO and I-BSCCO systems because of the large uncertainty in
determining the thickness of these thin sample (as large as 20%). Generally this is not
that important since one often scales the resistivity to the magnitude at room temperature
anyway. However, this is critically important if one is trying to determine the change in
the resistivity as a result of intercalation. The problem is that in order to obtain good
electrical contact to I-BSCCO it is necessary to cleave the sample after intercalation and
therefore a before and after measurement of the resistivity is contaminated by the lack of
accuracy in the determination of the thickness of the sample. To avoid this problem we
chose to build a contactless resistance measurement system which would allow us to
measure the identical sample before and after intercalation.

The experimental arrangement of the contactless method that we built was based
on the work of Sakakibara et a/.%* and is shown in Fig. 5.3. The system consists of two
small coils (A and B) wrapped on a machined sapphire rod. Sapphire is used to reduce
the effects of thermal contraction when measurements to low temperatures are performed.
Between the two coils is a thin slit in the sapphire rod into which the sample is placed.
The transmitter coil (A) is connected to a frequency generator which produces a
sinusoidal signal at a frequency of ~ 10-50 MHz. This signal induces eddy currents in
the sample which then dissipate some of the energy. The sample must be thin enough to
allow a measurable amount of the signal to pass through it and be picked up at the
receiver coil (B). By measuring the signal at (B) with a high-frequency lock-in we can
determine the percentage transmission through the sample and this value is directly related
to the conductivity of the sample. In addition to avoiding the problems with contacts, this
technique has the advantage that the measured resistivity is the bulk value and is not

affected by poor surface quality.



Sapphire
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Figure 5.3 Schematic of contactless resistance measuring probe.
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We need to use Maxwell's equations to address the problem of determining the
relationship between the conductivity of the sample and the transmitted signal detected at
coil B. In order to formulate and solve the boundary-value problem for the magnetic
vector potential of the system it is necessary to make three simplifying assumptions.
First, we assume that the winding extent of the coils is thin enough that each can be
treated as a single-plane coil. Second, it is assumed that the conductivity in the plane of
the eddy currents is a scalar real number. As stated above, the conductivities in the a and
b directions are nearly identical. In addition, because of the huge anisotropy in this
material, any small misalignment will not result in eddy currents flowing in the ¢
direction. Therefore, above the superconducting temperature this assumption for the
conductiﬁty is valid. Below the transition temperature, however, the conductivity
includes an imaginary term as a result of the presence of superconducting pairs. Using

the two-fluid model of Gorter and Casmir we find that the conductivity is ‘given by65

2+ 0 . 2
Cerr= "5 (“ﬁﬂ)“l(miﬂxz) (5.2)

where n is the total density of conduction electrons, m is the mass of the electron, Tis the
scattering time, np is the density of "normal” electrons, A is the London penetration
depth, and w is the angular frequency of the electric field. Therefore, well below T the
conductivity is pure imaginary, but, at these low frequencies we also expect that the
sample should completely shield the flux from the pick-up coil.

Finally, and most importantly, the sample size is assumed to extend far enough
beyond the diameter of the coils so that edge effects can be neglected. In practice, this is
the most difficult restriction to obtain because the typical I-BSCCO sample is only a few
mm2. Therefore the coil diameters where made as small as possible, on the order of

1.2mm. Because there was no longer the need to cleave the sample after intercalation,
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pristine samples where specifically prepared so as to make them as large area as possible
while keeping the thickness to less than about 100 um so that they would still fit within
the thin slit and also intercalate uniformly. Even with the above precautions, the effects
of the fringing fields could not be completely removed. This will be address in more
detail below.

The full calculation of the form of the transmission is rather tedious and can be

found in the paper by Sakakibara er al® The final result is given by

T=Vs/y,

* 4Kk Ji(kaye k(-0 "
o (k+K)e¥i—(k-k)ekt

(5.3)
- -1
X ( fo I3 (ka) e dk)

where V; (V) is the voltage induced on the pick-up coil with (without) the sample in
place, 'a’ is the radius of the coils, ' is the separation between the coils, 't is the sample
thickness, J1(} is the first order Bessel function and K2=k%+ i 6. The magnitude of
T tells us the magnitude of the signal at the pick-up coil or equivalently the percentage
ransmission. The phase of T is the phase of the pick-up voltage relative to the drive
signal. This formula was integrated using Mathematica for several different values of the
thickness using the same coil geometry as Sakakibara et al. and the results were in full
agreement with those presented in their paper.

The first thing to note about Eq. (5.3) is that the conductivity always appears with
the frequency as ®G so it would be natural to plot this as ITl vs. p/f for different

thicknesses, where p is the resistivity and f is the frequency. However, if we assume
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Figure 5.4 The percentage transmission as a function of p/(f+t) where p = resistivity, f
= frequency, and t = sample thickness. The coil radius a = 0.6 mm, and the
coil separation 1 = 1.5 mm. Two different thicknesses (t = 0.01 and 0.1
mm) differing by one order of magnitude yield essentially identical curves.



Amplitude | Amplitude Amplitude | Amplitude Amplitude | Amplitude
phof(fet) | [t =.01mm] | [t = .10mm] pho/(fs) | [t=0lmm] | ft = 10mm] | pho/(fst} | [t = Olmm! ! it =.10mm]
0.05 0.019786 0.0i0832 5.104 0.81528 0.82132 10.158 0.9233 0.92573
0.183 | 0.072923 | 0.071105 | 5237 0.82063 0.8265 10.291 0.9247 0.92708
0.316 0.12458 0.12783 537 0.82574 0.83145 10.424 0.92605 0.92839
0.449 0.17416 0.18075 5.503 0.83063 0.83618 10.557 | 092717 0.92967
0.582 0.22117 0.23013 5.636 0.83532 0.84071 10.69 0.92866 0.53091
0.715 0.26535 0.27595 3.769 0.8398 0.84505 10.828 0.9299 0.93211
0.848 0.30662 0.31842 5.502 0.8441 0.8492 10.956 0.93112 0.93329
0.981 0.34501 £.35756 6.035 0.84823 0.85316 11.08% 0.9323 0.93443
1.114 0.38063 0.393565 6.168 0.85219 0.85702 11.222 0.93346 0.93555
1.247 0.41364 0.42689 6.301 0.85559 0.86069 | 11.355 | 093458 0.93663
1.38 0.44423 045755 6434 0.85964 0.86422 11.488 | 0.93568 0.93769
1.513 0.47257 0.48583 6.567 086315 0.86762 11.621 0.93674 0.93872
1.646 0.49883 (.51195 6.7 0.86653 0.87088 11.754 0.93778 0.93973
1.779 0.52324 0.53612 6.833 0.86978 0.87402 11.887 0.9388 0.94071
1.932 0.5459 0.55851 6.966 0.87201 0.87705 12.02 0.93979 0.94166
2.045 0.56698 0.57929 7.099 0.87593 0.87996 | 12,153 | 0.94075 0.9426
2.178 0.58661 0.5986 7232 0.87884 0.88277 12.286 | 0.94169 0.54351
2311 0.60452 061658 7.365 0.88164 0.88548 12.419 0.94261 (.94439

C2.444 0.62203 0.63334 7.498 0.88434 0.888] 12.552 0.94351 0.94526
2.577 0.63802 0.649 7.631 0.88696 0.89062 12.685 0.54438 0.94611
27 0.653 0.66364 7.764 0.88948 0.89305 12.818 0.94524 0.94691
2.843 6.66705 0.67735 7.897 0.89191 0.89541 12.951 0.94607 0.94774
2976 0.68024 0.65022 8.03 0.85427 0.89768 13.084 0.9468% 0.94853
3.109 0.69264 0.7023 8.163 0.89654 0.89988 13217 | 0.94769 0.9493
3.242 0.70431 0.71367 8,296 0.89875 £.90201 13.35 0.94847 0.95005
3.375 (.71532 0.72438 8420 0.90088 0.90407 13.433 0.94923 0.95079
3.508 0.7257 0.73447 8.562 0.90294 0.90606 { 13.616 | 0.949%7 0.95151
3.641 0.73551 0.744 8.605 0.90494 0.90799 | 13.749 0.9507 095221
3.774 0.74479 0.75301 8.828 0.90687 0.90986 13.882 | 0.95i41 0.9529
3907 0.75357 0.76153 8.961 0.90875 6.91167 14.015 0.95211 0.95358
4.04 0.7619 0.76961 8,094 0.91057 0.91343 14.148 0.95279 0.65424
4173 0.76979 0.77727 9227 051233 091513 14.281 0.95346 0.95488
4.306 0.7772% 0.78454 9.36 0.91404 0.91678 14.414 | 095411 0.95551
4,439 0.78442 0.79144 9.443 0.9157 0.91839 14547 | 0.95473 0.95613
4.572 0.7912 0.79801 9.626 091731 0.91994 14.68 0.95537 0.95673
4,705 0.79766 0.80427 9.75% 091887 0.92145 14.813 | 0.95598 0.95732
4.838 0.80381 0.81022 9.892 092039 0.92292 14.946 | 095658 0.9579
4.971 0.80968 0.8159 10.025 | 0.92187 0,92435 15.079 | 0.95717 0.95847
Table 5.1  Numerical data plotted in Fig. 5.4. See figure caption for details.
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that the losses scale roughly linearly with sample thickness then we should be able to
collapse all of results onto a single curve by plotting IT! vs. p/(fst). Fig. 5.4 shows the
data plotted in this form for different values of the thickness and one can see that both
sets of data collapse quite closely to a single universal curve over the entire range. For
the data shown in Fig. 5.4, the value of the coil radius, a, and separation, 1, correspond
to the values on the actual apparatus, a =0.6 mm, | = 1.5 mm. Table 5.1 contains the
numerical data plotted in Fig. 5.4. In addition to the nearly universal curve for the
amplitude data, plots of the phase of T vs. p/(fet) for different thicknesses also coincide
for p/(fst) 2 3 but for values less than this curves begin to separate. At the frequencies
used in this experiment (~10-50 MHz) the phase measurements tended to be much more
sensitive to the laboratory environment and the extracted resistivity values varied
somewhat from measurement to measurement. On the other hand the amplitude
measurement and the extracted resis_:ivity_ was much more stable and repeatable and
therefore we generally only used the resistivity extracted from the amplitude data. |
Using Fig. 5.4 we can determine the effective range of resistivities that can be
measured with this experimental set-up. If the percentage transmission becomes too
small then noise and spurious coupling effects limit the accuracy of the measurement. In
the other limit, for high IT!I the system starts to become insensitive to small changes in the
resistivity assuming f and t are fixed, (see Fig. 5.4). Therefore, the practical effective
range of ITI is given by 0.1 < T £ 0.8. Assuming a broad availability of sample
thicknesses from 5um to 100 m and a frequency range of 10-50 MHz this limits the
range of measurable resistivities to 10 uQ-cm < p € 1000 p€2-cm. Resistivities as low as
1 uQ-cm may be obtainable by using a frequency of 1 MHz but the system has not been
tested in that frequency range. For a given optimized frequency and thickness, a change

in p by as much as a factor of 10-20 can be measured.
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One effect of having a measurable fringing field is that there is a direct coupling of
the drive and pick-up coil independent of the presence of the sample. In addition, if the
sample becomes too small ( € coil diameter) then the entire calculation is suspect and can
not be applied. For sample sizes 2 (2-3 x coil diameter) the fringing effect is small and
can safely be ignored. For the measurements on the BSCCO and I-BSCCO compounds
the typical sample size was very close to this limit and therefore some small evidence for
fringing field effects was detectable. In particular, there persisted a transmitted signal
even after the samples went superconducting which remained constant for all
temperatures well below Tc. This signal was primarily do to a fringing-effect induced
direct coupling of the drive and pick-up coils, and to first order can be considered to be a
constant offset to the transmitted signal. Therefore, magnitude of the transmitted signal
was corrected by subtracting off any small value of voltage detected well below Te.

The systern was first calibrated using NbSez samples obtained from Brian Burk.
For this material, it was easy to obtain high quality thin samples with size > (3 x coil
diameter). Measurement of magnitude of the resistivity as well as its temperature
dependence agreed to within a few percent of that found in the literature. ¢ Following
this, samples of pristine BSCCO were measured and the magnitude, temperature
dependence and T, agreed with samples measured from the same batch using standard in-

line 4-probe techniques.

5.4  gb-plane resistivity

Measurements of the in-plane resistivity were made using the in-line 4-probe,
Montgomery, and contactless techniques mentioned above. The in-plane resistivity 1s
assumed to be dominated by conduction through the CuO7 planes with essentially no
contribution coming from conduction in the BiO and SrO planes. Therefore, since the

intercalant (iodine) is located far from the conducting planes, it is not expected to modify
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the temperature dependence of the resistivity. This should be contrasted to stage-1
intercalated graphite, for example, where the intercalant is immediately adjacent to the
originally conducting graphite layers and the temperature dependence is affected.®” As
mentioned previously however, the presence of iodine could easily affect the magnitude
of the resistivity through charge doping.68 Since the resistivity is related to the carrier
concentration, », any change in n is expected to show up as a change in the magnitude of
the resistivity.

Fig. 5.5 shows the in-plane resistivity, pap, for a given crystal before (Bi-2212)
and after (IBi-2212) iodine imercalatioﬁ, obtained using the contactless rf technique. For
Bi-2212 (open circles), pap displays the roughly linear temperature dependence in the
normal state above Tg, as observed in many previous studies. For the same sample after
intercalation (solid diamonds), pap shows a qualitatively similar behavior, except that,
compared to pristine Bi-2212, the magnitude of pap is slightly larger and T¢ is somewhat
depressed (consistent with magnetization studies). There also appears to be a slight
change in slope in pgp for IBi-2212 near T ~ 180K.

Since intercalation expands the c-axis of Bi-2212 by 23%, an increase in pap

]

upon intercalation is expected even in the absence of any change in the conduction

properties of the CuO; planes. This is a common problem69

in intercalation compounds
where conduction is predominately through the host structure. If we assume that
conduction is still dominated by the CuO; planes then the appropriate quantity to look at
is the crystal sheet resistance, Rg = p/t, where t is the thickness of the sa.mpie. This
sheet resistance effectively measures the conductivity per CuQ; plane since intercalation
only affects the spacing and not the number of planes. The inset to Fig. 5.5 shows for

the same sample the crystal sheet resistance before and after intercalation. Over much of

the normal state temperature range, Rg is nearly identical for Bi-2212 and IBi-2212.
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Figure 5.5: In-plane resistivity for the same crystal before {Bi-2212) and after (IBi-
2212) intercalation. The inset shows the crystal sheet resistance Rpy before
and after intercalation.
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Careful checks indicate that the magnitudes of Rg for Bi-2212 and 1Bi-2212

agree -to within 1% at room temperature. Also, since the transmission intensity is a
function of p/(fet) the actual faw data measured give the sheet resistance and therefore the
possible errors in measurement of the sample thickness do not affect this result. We thus
conclude that the difference in ab-plane resistivity for Bi-2212 and IBi-2212 is a
consequence only of the crystal expansion; conduction along the CuQ3 planes is virtually
unaffected by the intercalation. On the other hand, as we show below, intercalation

dramatically changes the out-of-plane conduction.

5.5  ¢-axis resistivity

Fig. 5.6 shows the c-axis resistivity, pc, as a function of temperature for a
pristine Bi-2212 crystal and an iodine intercalated [Bi-2212 crystal. These data were
obtained using the Montgomery method. Numerous pristine »nd intercalated specimens
were measured with similar results. For pristine Bi-2212 (open circles), pc shows the
"semniconductor-like” temperature dependence characteristic® of out-of-plane transport
for this and relaté:d materials. Although the increase in p¢ with decreasing temperature
has a complicated temperature dependence, it is often referred to as "1/T-like".
Comparison of the 250K pe value of Bi-2212 in Fig. 5.6 to pap at 250K for Bi-2212 in
Fig. 5.5 demonstrates the extreme electrical anisotropy of this material, pab/pPc =
1.6x104. The solid diamonds in Fig. 5.6 are for IBi-2212. In sharp contrast to the
semiconductor-like temperature dependence observed in the pristine material, p for the
intercalated crystal shows an absolutely linear temperature dependence over the entire
normal state range. Hence, intercalation changes the semiconductor-like or 1/T-like
behavior for pc into metallic-like,

For any highly anisotropic material one must take precautions to insure that the

properties measured are intrinsic and not due to a coupling in of the other components.
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Figure 5.6: Out-of-plane resistivity vs. temperature for typical pristine (Bi-2212) and

intercalated (IBi-2212) crystals.
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In pristine Bi-2212, all evidence indicates that the measured ¢-axis conductivity is in fact
intrinsic. Unlike highly oriented pyrolytic graphite (HOPG), which is composed of a
mosaic of cryst.';lliitf:s,']0 pristine Bi-2212 is a slowly grown high quality crystal. The
crystals do not exhibit a sizable spread in the c-axis diffraction peaks as does HOPG and
also BSCCO does not show a proclivity for screw dislocations, either of which could

71 15 addition, the

couple the ab-plane conductivity into the ¢-axis measurement.
temperature dependencies of the G4 and O are opposite with the former being metallic
and the latter semiconductor-like. Therefore, the dramatic change in the ¢-axis
conductivity of IBi-2212 must be either intrinsic or caused by an intercalation irduced
effect which couples in the ab-plane.

Unlike intercalared HOPG, where G,y increases by 10 - 100 times!® thereby
increasing its influence, in IBi-2212 the ab-plane conductivity remains unchanged. We
conclude that the only way Gap could be coupled into the c-axis measurement is if the
intercalation process itself induces defects which would enhance this effect. /67! The
real-space TEM images with atomic resolution over regions >1000 A show no defects in
the planer structure. Defects involving breaking up and shifting of the structural units
(Bi/Sr/Cu/Ca/Cu/Sr/Bi) seem unlikely at the intercalation temperatures employed
(~130°C) considering the strength of the Eonds that would have to be broken. Since the
highly conducting CuQ2 planes are in the center of these units, several strong bonds
would need to be broken to short out the ¢-axis conduction. Under an optical microscope
the intercalated samples look sirnilar to pristine Bi-2212 with smooth flat surfaces. X-ray
and TEM electron diffraction patterns also show no significant disorder in the intercalated
samples.

Defects like those expected in generating higher stages as in the Daumas-Hérold

model!* would not couple Oap into the c-axis measurement to give the effect seen since

conduction from one set of CuQO2 planes to the next still requires ¢-axis conduction either
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through the pristine-like interlayers or the intercalated regions. The former would lead to
no change in the ¢-axis conductivity rather than making it metallic-like. Therefore, we
find no evidence that the intercalation process couples Oap into the measurement of o.
Thus we conclude that the measured temperature dependence of O is intrinsic and has
changed from semiconductor-like to metallic-like. -

Although the temperature dependence of the resistivity tensor in IBi-2212 is
metallic-like for both in-plane and out-of-plane transport, it is important to note that the
in-plane to out-of-plane conduction anisotropy remains extreme. Indeed, as Fig. 5.6
demonstrates, the rough order of magnitude of pc well above T¢ is quite comparable for
pristine and intercalated specimens. Near T the anisotropy 1s reduced by about one order
of magnitude but still remains quite large.

We now discuss the relevance of our findings to the mechanism of high
temperature superconductivity. There have been several predictions of the normal and
superconducting state behavior of the layered oxides by Wheatley, Hsu, and Anderson
(WHA)7‘56 and by Anderson and Zou (AZ)n, all based on a model derived from the
resonating-valence-bond (RVB) theory. The experimental studies presented here can be
used to examine these predictions and to provide information about microscopic
interactions in these systems. Any viable model must account for both the small shift in
T, and the dramatic change in the out-of-plane conduction induced by intercalation.

The observed change in T with intercalation is consistent with the WHA model
of layered System556 if we assume that the next-nearest CuQj plane coupling (Ap) is
essentially eliminated by iodine intercalation while the nearest-plane coupling (Ao) in the
intercalated material is the same as in the pristine material since these planes are within a

single block. The couplings, A, have the form,



77

_ ‘ T.Lo,m |2
o.m J

A (5.4)

where IT ! is the interlayer hopping matrix element for nearest-neighbor planes (o) and
next nearest-neighbor planes (m), and J is the spinon bandwidth. If Am — O, then either

T m —> 0orJ — ©©, The spinon bandwidth, J, depends only on the structure of the
spinon energy spectrum which in turn is determined solely by the CuO; planes. The
condition J = ©© is not physical nor is it reasonable as will be shown in the discussion
of pap below. Thus, we are left with the conclusion that T m — O or at least is greatly
reduced.

We now examine the anisotropic electrical resistivity. In the AZ calculation, the

2 is caused by the scattering of holons by spinons. Thus, Pap

resistivity in the ab-plane7
is a probe of the in-plane interaction and the densities of states of the spinons and holons.

Specifically,
mg\{2m
Pap = (“‘3) (-g)tzgsng (5.5)
ne

where mB‘is the effective mass of the holons, n is the holon density, t is the in-plane
scattering matrix element between holons and spinons, and g (gp) is the spinon (holon)
density of states. The value of pap for the intercalated samples demonstrates that the
resistance of the CuO5 planes is unchanged by the intercalation. Furthermore, the values
of t, g, gb» and J depend only on the spinon-holon local environment in the CuOy
planes, and would remain constant unless the intercalation affected the structure of the
material in those planes. The near-plane interlayer hopping matrix element (T 1) also

only depends on the local environment of the closest spaced CuOg planes. Thus, we can
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assume that t, J, gs, b, and T, are not affected by the intercalation. This supports the
proposition that Ay is not altered by the intercalation, and that the observed depression in
T, is due to a reduction in Ay, through a decrease in T m}.

The out-of-plane resistivity pc , however, poses a problem to an interpretation
based on the AZ calculation, Intercalated samples display a metallic pc down to Te. The

AZ calculation for p in a single-plane sys,tem,"”2 following a similar development as for

Pab. gives
i (mz) ¢ J\|T.feetT |

where T is the interlayer matrix element for the scattering of spinons and holons, ab is
the area of the Cu-Cu square in the ab-plane, and c is the interlayer distance. Since in
this interpretation Bi-2212 should have two types of ¢-direction tunneling -- from nearest

neighbor planes and next nearest neighbor planes -- Eq. (5.6) is logically extended to

give

1 1
P~ oA T " BAT

(5.7)

where o and B include factors of the densities of states, J, and the different c-axis
spacings for next nearest neighbor and nearest neighbor CuQO; planes.

In view of the T¢ and pap measurements, if Ay decreases we would expect p¢ for
intercalated IBi-2212 to have a dramatically increased 1/T-like behavior, whereas
experiment shows no evidence for any 1/T-like behavior (see Fig. 5.6). In addition, the

T. measurements indicate (see section 4.2) that Ag = 9An. Assuming the Ap term has

been replaced by some other mechanism with the appropriate temperature dependence,
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one would still expect to see a small 1/T contribution to the resistivity from the Ao term
near T.. However, this is not observed experimentally.

In light of this inconsistency, the previously proposed model does not adequately
explain the resulting p of the iodine-intercalated Bi-2212 material. In this theory, the
description of the ¢-axis conductivity mechanism and the pairing interaction for the
superconducting state (i.e. T.) are intimately related, and the small change in T¢ and the
large effect on pc cannot be self-consistently accounted for.

In conclusion, epitaxial iodine intercalation in Bi-2212 changes not only the
superconducting transition temperature, but has a profoungi effect on the resistivity
tensor. While the magnitude and temperature dependence of the CuO7 plane resistance is
relatively unaffected by intercalation, the c-axis résistivity is modified from
semiconductor-like to metallic-like. These results appear inconsistent with an analysis

confined within the WHA and AZ theoretical description for these systems.
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Chapter 6

Magneto-transport

6.1  Introduction

For small magnetic fields all superconductors exhibit the so called Meissner effect
whereby the magnetic flux is expelled from the material when it becomes
superconducting. For larger magnetic fields the picture becomes more complicated and
one finds that there are two classes of superconductors imaginatively named type-I and
type-I1. For type-I materials there is only one characteristic field defined as He(T) which
is the temperature dependent field above which the material will be driven into the normal
state and below which all flux is expelled. For type-II materials there are two measurabie
characteristic fields, Hep(T) and Hea(T), and one thermodynamically defined field,
H(T). Hc(T) is defined through the difference in the Gibbs free energy between the
normal and superconducting states. Hc defines the field below which the material
behaves as a type-I-like superconductor and exhibits a complete Meissner effect, 1.e., all
flux is expelled from the material. On the other hand, Hc2 defines the field above which
the material will be driven into the normal state, For fields H such that Hey < H < Hg2
the material is in the so called mixed state. Universally, the materials with the highest
transition temperatures are type-II superconductors, including all the oxide
superconductors.

The properties of the mixed state were first addressed in detail by Abrikosov
using the macroscopic mean field Ginzburg-Landau theory49 (GL). The GL equations
describe the degree of superconducting order through a spatially varying complex order
parameter ¥(r) in which W(r)iZ was to represent the local density of superconducting
electrons ng(r). Later Gor'kov showed”? W(r) was proportional to the gap function A(r)
provided the temperature is near T¢ and the spatial variations of V¥ and the vector potential

A are not too rapid. In the mixed state the energy of the system is Jowered by allowing
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flux to penetrate in quantized bundles called fluxons or vortices. Each vortex consists of
a normal core region where the value of the superconducting order parameter, ¥(r),
decays to zero. The radius of the core is &, the Ginzburg-Landau coherence length. The
flux penetrates through the center of the core and decays away within a charateristic
length A, the magnetic penetration depth. The ratio x = A(T)/§(T) determines if the
material is type-I or type-1I as can be seen by the following simplistic argument. The
penetration of the magnetic field He into the superconductor lowers the free energy at the
boundary layer by roughly 1/21o(Hc)?A whereas the presence of the normal core raises
the free energy by 1/216(Hc)?C, i.e. the loss of condensation energy. Hence the presence
of a boundary interface will lower the free energy of the system if § <A. The Ginzburg-
Landau theory formalizes this argument and shows that the separation between type-I and
type-IT occurs for k = /7 .

The properties of a superconductor in the mixed state can be profoundly different
than in the state where no flux penetrates. The vortices have an effective interaction
energy which cause them to form a lattice called an Abrikosov flux lattice with a
separation of normal cores given by (@/H)?-5 where @ is the flux density of a single
quantized vortex. In addition, if current is passed through a superconductor in the mixed
state then the vortices feel a Lorentz force proportional to JxH. This Lorentz force can
~ result in the dissipation of energy by the vortices if they are allowed to move in the
sample even though the sample is still a superconductor. In real materials the vortices are
subjected to pinning forces and the strength and distribution of that pinning dictates the
nature of the dissipation. If the pinning is very weak then the vortices will flow freely in
the material due to the Lorentz force giving rise to "flux flow" dissipation. According to
the model of Bardeen and Stcphc:rfM dissipation occurs as a result of the transport current
passing through the normal cores resulting in the superconductor manifesting a

longitudinal resistivity given by,
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pr = pn (H/Ho) (6.1)

where pp is the normal state resistivity. In the other extreme, the case of strong pinning
was addressed by Anderson’> and Kim’® where the motion of the flux lines is dependent
upon an activation behavior. In this "flux creep” model, the Lorentz force is smaller than
the pinning force but the presence of thermal activation frees some of vortices allowing
them to dissipate energy through the Lorentz force. This activated flux motion gives rise

to a resistivity given by
Pge< cxp{"Upin/kT) (6.2)

where Upin is the pinning potential. Numerous studies have shown evidence for both
types of dissipation in the high T, oxides for some orientations of field and current. This
dissipation manifests itself as an anomalously broadened resistive transition for samples
in a magnetic field. An example of a broadened resistive transition’ for Bi-2212 for
magnetic fields parallel and perpendicular to the ab-plane is shown in Fig. 6.1.

One distinguishing characteristic of the oxide superconductors is their two-
dimensional nature. In YBCO this anisotropy, though large, is not so great as to
invalidate the three dimensional mean field treatment of the Ginzburg-Landau theory
provided one is close to T¢. To accommodate this anisotropy, one replaces the original
scalar effective mass m™ in the GL theory with an effective mass tensor it. This results
in an anisotropic penetration depth and coherence length thereby distorting the Abrikosov
flux lattice. In YBCO the measured anisotropy in the coherence length is £c(0) ~ 2 A and
Eab(0) ~ 12 A. Therefore, since the separation between the important CuQ2 layers is ~

4.2 A in the ¢ direction, this approximation is only marginally justified except near T,
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Figure 6.1 Temperature dependence of the ab-plane resistivity in Bi-2212 in three
selected magnetic fields, 2, 5, 12 T, oriented parallel (open symbols) and
perpendicular (filled symbols) to the ab-plane. Fig. is from ref. I
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where § diverges as (1-t)-0-5, with t = T/T¢. For BSCCO the anisotropy is so extreme
that "the three dimensional continuum picture is not a good approximation at all."’® In
fact, if we define the cross-over temperature; Teo, as the temperature at which E¢(T) is
equal to the éeparation between CuQ7 planes in adjacent blocks then one finds'® that
Te-Teo=03K.

Rather than consider BSCCO as a three dimcnsio.nal system, one may be justified
in treating it as a series of two dimensional superconductors coupled together via weak
Josephson coupling. This is the approach put forth in the Lawrence-Doniach (LD)
model.80 In this model the layers are in the ab-plane and the weak Josephson coupling
occurs along the ¢ direction. If the coherence length & perpendicular to the layers is
greater than the separation of the layers d, this model essentially reproduces the results of
the anisotropic GL model. If, however, Ec < d then the results of this model differ
significantly from the GL three-dimensional mean field approach.

One important prediction of the LD model is the possible coexistence of two
different types of flux lattices.3! For the field component along c the flux lattice is the
standard Abrikosov lattice, however, for the field component along the planes there exists
a Josephson vortex lattice. These Josephson vortices lie in the spaée between the
superconducting sheets and have a width = ®o/Hd where Hy is the component of H
along the planes and d is the separation between the superconducting planes. A
Josephson vortex is uniquely different from an Abrikosov vortex in that the former does
not have a normal core. Recently, evidence for these Josephson vortices has been
observed in the c¢-axis I-V's for pristine Bi-2212.%% In addition, Clem has proposcd83
that if the field is aligned at some angle out of the ab-plane then the vortices must cut
through the planes at some point producing "pancake vortices" in the CuO2 piancs.

If one accepts that the excess field-induced dissipation arises from flux motion

induce by a Lorentz force JxH, then one would anticipate that the resistivity would vary
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as sin2©, where O is the angle between the current J and the field H. Surprisingly, Iye
er al.3% and others have clearly shown that the dissipation in BSCCO is completely
independent of © when H and J are both perpendicular to the ¢-axis. In contrast to
this,”® YBCO shows a small sin?@® dependence and standard conventional flux flow
superconductors show essentiaily a complete sin2@ angular dependence. This would
imply that the source of this discrepancy is coupled to the strong layered nature of YBCO
and the e)ctreme layered nature of BSCCO. To account for this behavior, Kes et al. have
proposedgs that the observed dissipation is due to an angular misalignment of less than 1°
which would produce many "pancake vortices”. These vortices then interact with the
transport current to yield the © independent dissipation. Iye et al. argue that even without
misaligmﬁent, there may be enough thermally activated pancake vortices to account for
the dissipation. Finally, Kim et al. at Argonne have proposed an alternate explanation.86
In their model the dissipation is not due to fluxon motion, but instead it is'the result of the

reduction in the Josephson critical current between the layers cause by the field-induced
depression of the order parameter in the grains. This reduced critical current then causes
an increase in the dissipation. Therefore, one must conclude that there is no true
consensus on the physical cause of the field-induce dissipation (for all orientations of
current and field) in the BSCCO system, and by analogy all of the oxide
superconductors.

Clearly, however, the picture of dissipation in the BSCCO system is critically
related to the two-dimensionality of the systerﬁ and in particular, to the large separation of
the CuO3 layers. One is ﬁaturally led to the question of how the dissipation mechanism
in BSCCO might be affected by increasing this separation via intercalation. By further
decoupling the superconducting CuO2 planes one may affect both the field penetration
and dynamics. To examine the effect of intercalation we measured several iodine

intercalated samples with various field and current orientations. The measurements
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where made in an American Magnetics superconducting solenoid capable of producing dc

magnetic fieldsupto 8 T.

6.2 -plan neto-resistan

As mentioned previously, the ab-plane resistivity, pab, is essentially identical in
the pristine Bi-2212 and the IBi-2212 compounds (for H = 0) other than a shift in the T
of ~ -10 K. For this study, pab was measured using a standard in-line 4-probe contact
configuration on samples with a typical trapezoidal geometry of Imm x .3mm x 15um.
The samples were oriented with respect to the probe which was then placed in the bore of
the solenoid magnet. The accuracy of the alignment of the sample with respect to the
field was estimated to be < 1-2°, |

Fig. 6.2 (a) shows the ab-plane resistivity of an iodine intercalated 1Bi-2212
sample for magnetic fields 0T, 1T, 2T, 4T and 7T. The field is oriented perpendicular to
the c-axis (i.e. in the ab plane) and also perpendicular to the transport current density J.
Fig. 6.2 (b) shows the another sample for the same set of magnetic field intensities.
However for these data the magnetic field is oriented parallel to the transport current (still
in the ab plane). Comparing these data to the corresponding data in Fig. 6.1 (open
circles) for pristine BSCCO shows that there appears to be some change in the onset

behavior but this is most likely do to oxygen content®’

or sample quality. If one focuses
on the broadening of the transition defined here somewhat generally by looking at the 5%
points of the magneto-resistance curves for the different fields compared to the 5% point
for the zero field case, it is clear that the extent of the broadening has not been noticeably
affected by the intercalation process. This would imply that the mechanism responsible
for the anomalous resistive broadening is not closely coupled to the details of the spacer

layers between the CuOy layers. This does not appear consistent with the model of Kim

et al. 8% where the dissipation is due to changes in the Josephson critical current density
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Figure 6.2 Temperature dependence of the in-plane resistivity pap in IBi-2212 for
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between the CuO7 layers and one would expect that the insertion of iodine between the
BiO bilayers would modify this coupling. In addition, it has already been shown that the
c-axis resistivity has been changed from a semiconducting-like to a metallic-like
temperature dependence which also would also imply that a change in the dissipation
behavior through this mechanism should be observed. On the-other hand, these results
are consistent with the models of Kes and Iye mentioned above since the dissipation in
these models is due to pancake vortices in the CuO; layers and they are not expected to be
significantly affected by the intercalation process.

Comparing Fig. 6.2 (a) where the field geometry is such that there exists a
macroscopic Lorentz force and Fig. 6.2 (b) where there is no macroscopic Lorentz force,
it is clear that the resistive broadening is still Lorentz force independent. This is consistent
with the picture that the insensitivity to the angle © between the current density J and the
field H is correlated with the two-dimensionality in this system. As mentioned before, the
anisotropy in the resistivity pan/pc is still on the order of 1000 at T and the transition
temperature itself is still roughly comparable to that in the pristine Bi-2212, both of which
when combined with the observation that IBSCCO still has a micaceous morphology
strongly indicates that this material is still extremely two-dimensional.

Therefore, intercalating iodine into the BSCCO structure does not appear to
significantly alter the extent to which the transition is broaden due to a magnetic field. In
particular, it does not alter the angular independence of the dissipation for H and J in the
ab-plane. This independence puts constraints on any theory that attempts to explain the
anomalous magneto-resistance in the high Tc compound by forcing it to be insensitive to
the physical spacing between the CuO planes and to the magnitude and temperature

dependence of the c-axis conductivity.
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6.3 ¢-axis magneto-resistance
In addition to measuring the ab-plane magneto-resistance for H in the ab-plane,
we also measured the c-axis magneto-resistance. To determine p. we used the
Montgomery method®! contact configuration discussed in chapter 5. One potential
problem with this technique is that the current paths are clearly non-ideal (i.e., current
flows not only along the c-axis but also in the ab-plane) and therefore it is not
immediately obvious that the Montgomery method analysis will properly separated the
ab-plane magneto-resistance from the ¢-axis magneto-resistance. To determine whether
this technique is valid or not, Bricefio er al. measured®? P in pristine Bi-2212 using the
Montgomery method and compared the results to those obtained by using a symmetrical
4-probe "donut" geometry which insures that the transport current is parallel to the c¢-
axis. They found that the Montgomery method does appear to properly separate the c-
axis and ab-plane magneto-resistance. Hence, we have assumed that the Montgomery
method is valid in the IBi-2212 compounds in the mixed state since it has been shown to
be valid in the pristine material. Because of the added complexity of attaching contacts to
the IBi-2212 samples (see chapter 5) we where not able to successfully produce the donut
contact configuration in the IBi-2212 samples to test this directly. The main problem is
that the added requirement of the additional Ag paint needed to insure mechanical rigidity
of the contacts resulted in a relatively large separation between the "small” central voltage
pad and the surrounding "large” current pad. As a result, even with no field one could see
strong evidence for the contamination of the c-axis resistivity by that of the ab-plane for
this "donut” geometry.
Fig. 6.3 (a) shows the c-axis resistivity of a pristine Bi-2212 sample for magnetic.
fields O'I'T 0.5T, 3.5T, and 7T. Fig. 6.3 (b) shows the c-axis resistivity of an intercalated
IBi-2212 sample for the same set of magnetic field intensities. For both sets of data the

magnetic field is parallel to the ab-plane. Comparing Fig. 6.3(a) and 6.3(b) it
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is clear that there is a signiﬁcant difference between the pristine and intercalated samples
for fields € 3.5 T. In the pristine Bi-2212 data the curve for H = 0.5 T is essentially
identical with that for H =0 T. If we again compare the poinfs at which the resistance has
fallen to ~5% of the value at the onset of the transition, then the difference in temperature
of these 5% points for H =0T vs. H = 0.5 T is ATs9 < 0.5 K. In contrast to this, the
[Bi-2212 data show that the H = 0.5 T is significantly different from the zero field case
with a difference in the 5% points of approximately AT5q, = 5 K. Therefore, one sees
and increase in the width of the transition for H = 0.5 T of more than one order of
magnitude when c.ompared to the pristine material. For H = 3.5'T the intercalated sample
still shows a significantly broader transition but the difference in the 5% points between
the pristine and intercalated samples is now somewhat less than one order of magnitude.
When the field is increased still further this difference essentially disappears with both
materials showing a ATsq, = 20-25 K for H = 7.0 T. This also may imply a very real
difference in the field dependence at high fields (H > 7 T) in that for the pristine material
the broadening is rapidly increasing with field whereas for the intercalated material it
appears to be saturating. [t is not clear, however, if for much larger fields the two sets of
data would coalesce or if the pristine material would start to have broader transitions. One
problem with interpreting the measured high field data is that the pristine material
continues to show this normal-state-like upturn below the zero field onset temperature for
these large fields. Since this tends to "pull” the whole curve up, it is not clear whether it
is relevant to continue to look at the width as defined by the 5% points of the onset
temperature or instead one should look at the 5% points of the maximum resistivity value.
One fact is clear, however, and that is that the low field (H < 3.5 T) behavior is
significantly affected by the intercalation of iodine into the structure.

it has been proposed88 that the dissipation in p for H L ¢ is due to the sliding of

Josephson vortices along the ab-plane. In this picture each coreless Josephson vortex has
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a width = ®y/H)d, where d is the distance between the superconducting layers and Hy is
the component of H parallel to the ab-plane. The model interprets the threshold behavior
seen in the I-V curves®® as bein g due to the Josephson vortices remaining fixed for low
currents because of a pinning potential. As the current is increased one reaches the point
where the Lorentz force on the vortex overcomes the defect pinning force and the vortices
slide in the direction of the Lorentz force, i.e., in the ab-plane. Using this model one
would conclude that one affect of the intercalation of iodine into BSCCO would be to
decrease the width of the Josephson vortices by ~23% since the separation of the CuO2
planes is increased by this amount. In addition the character of the Josephson vortex may
be change because of a change in the Josephson coupling between the CuO2 planes.
Finally, the iodine may modify the distribution of pinning forces, especially in the
neighborhood of the BiO bilayers. At present, this model is not developed enough to be
able to determine whether the pronounced increase in the low field resistive broadening in
IBi-2212 is consistently explained. However, these data do provide an additional

constraint for future developments of this model.
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Chapter 7

Introduction to Fullerene Section

7.1 Historical overview

In the spring of 1991 two pivotal papersg‘89 by Hebard er al. ignited research into
an entire new class of superconductors based on the exotic form of carbon known as
Buckminsterfullerene. Given that these materials have a high transition temperature of
nearly 20 K and a host structure with extremely exotic properties, the Zettl group decided
to dedicate a significant effort to explore these new intercalation compounds. In this
historical overview I will describe some of the basic properties of the pristine and doped
fullerenes which are directly relevant to the sections and chapters that follow.

Buckminsterfullerene (or bucky balls for short) were first produced by Kroto et
al. in 1985.%0 Although several different allotropes exist, I will only be concerned with
the most common form consisting of 60 carbon atoms in a soccer ball like structure. Fig.
7.1 shows the closed icosahedral cage of a Cgp molecule which has a radius of
approximately 3.53 A. The structure consists of 12 pentagons and 20 hexagons with the
carbons at the vertices and each carbon site being equivalent. Contrary to graphite which
has only one type of in-plane bond, there are two types of C-C bonds on the surface of
the ball corresponding to either double or single bonds.?! The two bond lengths are
nearly identical and both are comparable to the in-plane bond length in graphite. The
single bonds form the perimeter of the pentagon faces whereas the perimeter of the
hexagon faces consists of alternating single and double bonds.

At room temperature, pure Cgg forms a face-centered-cubic (fcc) s0lid?29? with a
cubic lattice constant of 14.2 A. This puts the center-to-center nearest neighbor distance
at ~ 10 A and hence the rough C-C interball distance is ~ 3 A. This large separation is

comparable to the c-axis lattice constant in graphite thereby indicating that Ceg is a true

three dimensional van der Waals solid at room temperature and atmospheric pressure, the



Figure 7.1

The icosahedral cage like structure of Cgg.
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only one known to exist under these conditions. Given the ease with which gréphite
intercalates this also suggests that solid Cep is an ideal 3-d intercalation host structure.

Nuclear magnetic resonance (NMR) measurements clearly indicate® that at T =
260 K there is an abrupt decrease in the amount of dynamical disorder in solid Ceo.
Further studies have shown that there is a first order rotational ordering transition (ROT)
which occurs at this temperature. For T > 260 K the balls freely rotate with a frequency
of greater than 100 MHz. At T = 250 K the balls lock into a nearly static rotationally
ordered structure. This first order transition also results in a reduction of the lattice
constant’>3 of approximately 0.05 A. This ordering transition is believed to be due to
the presence of the two different types of C-C bonds on the Cep molecule. Since the
single bonds, which make up the pentagonal faces, have a deficiency of electrons
compared to the double bonds there is a net short-ranged intermolecular Coulomb
interaction between the face of one ball and the double bonds on an adjacent ball. The
theoretical®! lowest .nergy configuration consists of the pentagon faces of any one ball
facing only double bonds on all the nearest neighbor balls. There are, however, other
configurations close in energy, e.g., hexagons facing double bonds, and therefore,
below T = 260 K, the balls actually ratchet between these different orientation. As the
tcmpérature is further lowered the balls begin to lock into a fixed orientation giving rise to
a glassy transition which we have observed by looking at the elastic properties of a Ceg
crystal.%

In order for the balls to have nearest neighbor double bonds facing the pentagonal
faces one finds that all the bucky balls are no longer orientationally equivalent. This
results in a change in the crystal symmetry from fec to simple-cubic (sc) because the basis
has gone from a single ball to four balls with different distinguishable orientations.’1?’
In an foc close-packed structure there are three interstitial sites or voids; one

octahedral and two tetrahedral. Using the diameter of the Cgp molecule, 7.1 A, one finds
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that the radius of the larger octahedral site is 1o = 2.06 A and that of the tetrahedral sites is

1 = 1.12 A. It is within these sites the that intercalating alkali-metal resides resulting in
the A3Cgq compounds (A = K, Rb, Cs, and mixtures of these). One problem with
generating clean uniform samples of A3Cgp is that this is not the end phase of the
intercalation process. If one intercalates with an alkali-metal to saturation then the
resulting phase is AgCep which is an insulator with a body-centered-cubic (bee) structure.
The dopihg technique used to generate samples for this work will be given later.

The presence of the alkali-metal in the interstitial sites prevents the Cep molecules
from freely rotating. In addition, since the Cgp molecule does not possess the full cubic
symmetry one finds that there are two inequivalent orientations for Cgp which are
presumaﬁly occupied with equal probability. Therefore the A3Ce0 compounds are
expected to posses a considerable amount of rotational disorder. The dynamical nature of
this disorder has been studied by NMR?8 which indicates that in the K3Cgp system at
room temperature the Cgp molecules also ratchet back and forth between these two
orientations. In addition, evidence for some smaller angle ratcheting is observed but this

is not yet fully understood.

7.2 Materjals technigques

7.2.1 Preparation

The production of pure Cgg has increased dramatically since Kratschmer ef al.
first discovered” a method for producing and isolating macroscopic quantities of this
exotic form of carbon. The Cgp used in the experiments that follow was either isolated
and purified by us or purchased as 99.9% pure Cgp from Texas Fullerenes. The
production and purification technique consisted of first producing the soot by burning a
graphite rod in a carbon arc with an ambient atmosphere of 150-300 Torr of He. The

soot was collected and dissolved in benzene or toluene which then formed a wine-red
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solution. Only the fullerenes are soluble which allows the amorphous graphite also
present to be removed by filtering the solution. This solution contains not only Cgp but
also Cyg (~ 10%) and higher fullerenes (~ few %). A liquid chromatography tcc:h.niqueg9
was employed to separate the Cgp from the rest of the allotropes. The resulting pure Cgg
solution has a magenta color. If the solution is simply dried at ambient pressure then the
resulting Cgg powder also contains trapped solvents. To remove the solvents the residue
is placed in a glass tube and heated to ~ 250 °C while being pumped on with a mechanical

pump (~ few mTorr) for 15-20 hours.

7.2.2 Crystal growth

Crystals of solid Ceg where produced via two different techniques. The first
method discovered by Roman Mostovoy consists of re-solvenating the Cep in 2 mixture
of 80% toluene and 20% hexane. This solution is then put into a glass flask and
evacuated to a pressure of a few hundred Torr. The solution was then allowed to slowly
evaporate over the period of approximately 24 hours. Crystals are formed at the
boundary layer of the solvent and are left on the walls of the glass container as the solvent
evaporates away.

One problem with the this crystal growth method is that toluene is found to be
incorporated into the interstitial sites.}%0 This problem of solvents trapped in the Ceo
compound has also been observed when crystals are grown using diff;rcnt
solvents. 101102 The presence of this intercalant makes it difficult to determine what
properties are intrinsic to Cep and what properties are affected by the solvent. In order to
produce crystals with a higher purity we developed a second method of crystal growth
using vapor transport techniques.

For this technique, purified Cgp powder was placed in a gold boat which was then placed

in a Pyrex tube. Two different systems of vapor transport were used, a closed system
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and an open system with Argon flow. In the closed system, Fig. 7.2(a), the Pyrex tube

was flushed with Argon and then partially evacuated to about 100 Torr and sealed. In the
open systermn, Fig. 7.2(b), there was a continuous flow of Argon across the Cen powder
at a rate of about 0.01 liters per minute. In both cases the tubes were placed in a two-
zone furnace with the powder side at T = 650 °C and the other end of the tube at T = 500
°C. Crystal growth took place over a period of several days. Two different crystal
morphologies were obtained, block-like crystals with roughly equal lengths in all three
dimensions, and plate-like crystals which were flat thin samples often in the shape of an
equilateral triangle. The crystal structure of the block-like crystals was determined to be
fcc with the proper lattice constant of 14.2 A. The plate like structures had numerous
stacking faults resulting in a staggering of fcc and hexagonal closed packed (hep)
regions. For the fcc regions the normal to the plate surface was the [111] direction
whereas for the hep regions this was the [001] direction using the standard basis for these
two symmetries. Only the Argon flow method consistently produced samples large
enough { 2 0.5 mm on a side) to be used and of those only the block-like morphologies
with the fcc structure were used in the transport measurements described below,

Primarily these crystals were grown by Mike Fuhrer.
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Figure 7.2 Schematic of two techniques used to grow Cep crystals. Both methods use
a two-zone vapor transport. Cgo powder is placed in the hot (~630°C)
region and the crystals grow in the cooler region, (a) closed system, (b)
open system with slow Ar gas flow to assist transport.
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Chapter 8

Electrical Transport

8.1  Doping techniques

In the initial work done on the alkali-metal intercalated Cgp compounds there were
several techniques employed to obtain the properly doped superconducting phase of
A3Cg0. There were two major challenges that had to be overcome: First, because the
alkali-metals are so air sensitive, it was necessary to dope the samples in an inert
atmosphere or a vacuum and then either remount the sample in an inert atmosphere glove-
box for measurement or design the doping chamber such that the measurements could be
performed in situ. If, after doping, the sample was exposed to air even for a few seconds
it was usually destroyed due to the rapid oxidation of the alkali-metal. The second
challenge was to determine a way to halt the doping when the superconducting A3Cgg
phase was obtained. If allowed to continue unchecked, the doping would proceed past
the A3Ce0 phase to the AgCgg insulating phase. Some of the first measurements 03104
solved this problem by using stoichiometric amounts of alkali-metal and Cep. This,
however, is very difficult since only small amounts of Cgp were available and therefore
extremely small amounts of alkali-metal had to be measured out, moreover the doping
chamber had to be extremely clean since one did nct want any of the metal to react with
residual contaminants. A simpler method, and in fact the first rhcthod used,&89 was 1o
monitor in situ the conductivity of a thin film sample and stop the doping when the
conductivity reached a minimum. Since the only conducting phase found for the AxCep
compound was for x = 3, one simply doped until a minimum in the resistivity was
observed. The doping chamber consisted of a glass tube with wire feedthroughs. In
addition, a temperature sensor was usually included so that the temperature dependence
of the resistivity and the resistive superconducting transition could be measured. The

05

main problem with this tcchniquel was the poor guality of the films. The grain size
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was only on the ordef of 60-80 A which is only ~10 bucky balls between grain
boundaries. Clearly the sample quality had to be improved before clean intrinsic
parameters could be dcteﬁnincd via transport measurements. |

The method opted for by us was to dedicate our effort toward single crystals with
the anticipation that these systems provide a much better chance of yielding unambiguous
results. As mentioned previously, we found that it was possible to grow single crystals
directly from solution if the solution was evaporated slowly enough under the proper
conditions. Following this, much higher quality crystals were grown using the vapor
transport technique. The doping chambers and techniques have evolved considerably
since the those first used to dope the solution grown crystals. Hence I will restrict the
discussion to the current apparatus and techniques used since these result in the best
quality doped samples.

Fig. 8.1 shows the various elements of the doping chamber. The doping head is
made from the nut of a Swageloc connector. Two holes are drilled through the nut as
shown in Fig. 8.1(a). A copper sample-mounting-head shown in Fig. 8.1(b) is hard
soldered into the end of a stainless steel (3/16" outer diameter (OD)) tube approximately
5" long. The sample-mounting-head is treaded nearly all the way through to allow a
termperature sensing diode on a copper screw to be turned in so that good thermal contact
can be made with the top surface where the sample is mounted. The stainless steel tube is
placed through the large hole of the nut with approximately 2" sticking out the back.
Through the small hole is placed a thin-walled 15 Ga. stainless steel micro-tube
(McMaster-Carr) as shown in Fig. 8.1(c), the length dimensions are not critical. These
two tubes are then hard-soldered in place. The entire head is sandblasted (if desired) and
ultrasonically cleaned in acetone. If sandblasted, care must be taken to avoid damaging
the sealing surface the of Swageloc nut which can not withstand an extended amount of

exposure. The next step is to twist together four one-foot long insulated copper wires
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Figure 8.1 Various components used to make the doping chamber for intercalating
A3Ceo samples. (a) Swageloc nut with feedthrough holes, (b) Copper
sample mounting head, (¢) main head of the doping apparatus with thin tube
for electrical feedthroughs, (d) completed doping chamber including the
necked down Pyrex tube with glass-to-stainless seal.
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and feed them through the small tube. The outer part of this tube is then sealed with Torr

Seal (Varian) to provide a good vacuum seal. Note that this end is kept several cm away
from the nut since the nut will be heated to ~250 - 300 °C during the doping procedure
and the Torr Seal must be cool so that it does not outgas into the tube. Wind the copper
wires around the large stainless tube and either tie them off at the sample mounting head
or bond them in place with Insulate Ceramic Paste (Sauereisen). The very ends of these
wires have the insulation removed so that jumper wires can easily be attached from them
to the sample. A 12mm outer diameter Pyrex tube with a glass-to-stainless joint and a
1/2" OD stainless tube section make up the other end of the doping chamber. The Pyrex
tube should be necked down to an inner diameter of a little less than 3/16" a distance of
1/2" - 3/4" down from where the sample will sit when the Swageloc seal to the stainless
steel section is made. Fig. 8.1 (d) shows what the finished doping chamber should look
like. The Pyrex tube needs to extend at least 5" beyond the point at which it is necked
down.

The next step is to attach 4 annealed gold wires to the Cgo crystal using silver
epoxy (Epo-tek H20E, Epoxy technology). The sample must be heated to ~150 °Cfora
minute or two so that the Ag epoxy hardens enough to support the sample. It was found
that Ag epoxy works better for electrical contact than Ag paint, so don't use Ag paint to
attach to the sample unless there is a specific reason. Iv is easiest to use Ag paint for
attaching the wires that come from the sample to a Sapphire substrate and then from the
substrate to the four feedthrough wires on the sample mounting head. The sapphire
substrate should be bonded to the sample mounting head with either Ag paint or Ag
epoxy, with Ag paiﬁt being easier since it will dry at room temperature. The reason this
is desirable is that Cgg i known 06110 ¢4 absorb Oy into the interstitial sites when

exposed to air. This process is essentially reversible provided the sample is not
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maintained for long periods at elevated temperatures in the presence of oxygen.
Therefore, as a precaution one should try to' avoid heating the sample in air.

With the sample mounted and the Swageloc seal made to the stainless/glass tube,
the next step is to pump out the tube with a good pump (<1x10-6 Torr). A turbo-pump
works best since there is no oil to worry about but a diffusion pump will also work
provided a cold trap is used. You do not want any oil on the surface of the sample which
would impede the intercalation into the Cgp. After you are sure the Swageloc is making a
good seal then wrap the glass tube and nut (but not the small wire feedthrough tube) with
heater tape (Briskheat Co.) and heat to ~150-200°C and continue to pump for 2-10 hrs.
Then cool and vent the tube and place it in the inert atmosphere glove-box with a plastic
tube and a simple tefion valve. Take a small 3/16" OD glass tube with an etched mark ~
1 ¢m from the end and press it into the alkali-metal to fill approximately 0.5 cm with
metal. Place this in the end of the doping tube and snap it off at the etch mark. The neck
in the doping tube will prevent it from sliding all the way down and hitting the sample.
Place the plastic tube and closed value on the doping tube and remove from the glove-
box. Attach it to a pump and evacuate and seal the tube. Once it's sealed you can heat
the alkali-metal gently to react away any contaminants in the tube. The sample is now
ready for intercalation.

The intercalation process consists of a repetitive dope ind anneal cycle. Using
two separate heater tapes, heat the sample to ~ 220-260°C and then monitor the resistivity
while increasing the temperature of the alkali-metal zone. Typical values for the metal
zone temperature are 150-200°C. When the resistance reaches a minimum, typically 1/2 -
1 1/2 hours, cool the metal zone and anneal the sample for 4-10 hrs. Then increase the
temperature of the metal zone back to the original doping temperature and dope again until
a new minimum in the resistivity is reached. Cool the alkali-metal zone and anneal the

sample again. Repeat this procedure until the resistivity can no longer be reduced. After
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the final anneal, cool the sample back to room temperature slowly (1-2 hours). This is
especially important for the K3Cg material since this compound is believed'!! o phase
separate at Tps ~100-150°C. Above Tps for x < 3, AxCep is believed to be composed of
both K1Cso and K3Cgo phases, whereas below Tps it phase separates into o Cgp and
K3Cep where aCgp is pure Ceg with less that 1% potassium. On cooling the sample, this
phase separation results in anomalous resistivity readings which can either become very
noisy or show discontinuities in this temperature range.l Slow cooling prevents this
phenomenon from permanently degrading the sample. For Rb doped Cegg this phase
separation is not believed to exist {at these temperatures); however, it was also found that
if the sample is cooled too quickly the temperature dependence of the resistivity can also
be degraded. Therefore, these samples are also cooled slowly from the doping

temperature to room temperature.

8.2 T I ndent resistivi

8.89.103.112 ) the resistivity and its temperature

The very first measurements
dependence for the doped fullerenes were performed on thin films of K3Ceo. With the
film samples the lowest value obtained for the room temperature resistivity was ~2.2 m{)-
cm. This relatively large resistivity has been interprctedms’l 12.113 5 being due to the
granular nature of the material in these film samples. This granularity also manifests
itself strongly in the measured! %’ temperature dependence of the resistivity shown in Fig.
8.2 (a). The data show an anomalous temperature behavior with a semiconducting-like
upturn for low temperatures. Palstra et al. show through a series of experiments that this
upturn is most likely due to granularity effects. A significant effort was put in by several
other groups to ry to grow films epitaxially so that high quality, large grain size films
could be produced, intercalated, and examined. This has proven very difficult and has

only been somewhat successful very recenﬂy.l 14 Rather than use films, the obvious
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other choice was to try to intercalate crystals of Cgp. Maruyama et al. conducted

15116 65 Cgg samples that where originally grown from a

resistivity measurements
solution of CS7 and then intercalated with potassium. Their results are shown in Fig. 8.2
(b). Although these data are at least starting to show a metallic-like behavior, the
temperature dependence still remains anomaleus. In addition, structural studies on the
starting crystals showed that they were not fcc as in pure Cep, but instead they had an

17.118 hat this was due to the

orthorhombic structure. It was subsequently shown
incorporation of CS7 into the interstitial sites.

The results of Maruyama er al. are somewhat similar to the results we obtained for
crystals that were grown in a toluene/hexane solution. Fig. 8.3 shows the temperature
dependence of the resistivity for a solution grown Cgg crystal doped with potassium. As
with the Maruyama et al. data, the rough behavior is metallic-like with a positive dp/dT.
The room temperature resistivity is approximately one order of magnitude greater than the
best film samples and the ratio of the residual value to room temperature value the is very
large, ~ 0.75. Unfortunately, starting crystals grown by this technique also incorporate
significant amounts of solvents (mainly toluene) into the interstitial sites. It is interesting
to note our work and the work of Maruyama er al. show that even with the solvents
initially present, these crystals can still be successfully intercalated with alkali-metals to
become superconductors. On the other hand, it is also clear that the presence of the
solvents in the original Cgg crystal makes it nearly impossible to separate the intrinsic
properties from those which have been modified by the solvents.

To clarify this picture, single Cgg crystals grown by vapor transport were also
doped with potassium and rubidium. For the best of these samples, the magnitude of the
room temperature resistivity is compa:able to the best values obtain in thin films. Fig.

8.4 shows the temperature dependence of the normalized resistivity for a K3Cgg sample.

There are two important observations to make about these data: First, the width of the
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superconducting transition is very narrow, on the order of AT = 0.2 K, which is
significantly better than what had previously been obtained on solution grown crystals
(AT; = 2 - 5 K) or films (AT > 10 K). Second, the value of the "residual” resistivity is
still quite large, on the order of 1/2 the value at T = 250 K. This large residual resistivity
has been found in all samples of both Rb and K doped Cgp provided they are somewhat
near optimal doping. Samples which differ in p(T = 250 K) by more than a factor of 5
still have residual resistivities which are given by p(0) = 0.5 * p(250K). This
anomalously large and sample independent residual resistivity behavior will be addressed
further in the next chapter.

Now that samples with sharp superconducting transitions and more smoothly
varying p(T) have been obtained, the obvious question is whether the true intrinsic
temperature dependence of the resistivity has been reached. To test this, we first consider
Mattheissen’s rule which states that given several different scattering mechanisms, the
measured resistivity is simply the sum of the resistivities one would have from each
individual mechanism. This rule is based on the relaxation-time approximation with the
added restrictions!!? that the scattering time T be independent of k and the scattering
mechanisms do not significantly influence each other, Since we are only concemned with

the temperature dependent part we formulate Mattheissen's rule as

Pmeasured = Pot pimrmsicirr) (8 1)

The value of po is obtained by using a linear extrapolation to zero temperature of the data
above the superconducting transition temperature. In addition, because of difficulties in

determining the exact magnitude of the resistivity due to non-ideal geometries we use the

normalized resistivity data. Fig. 8.5 shows the temperature dependence of Pintrinsic

defined by Eq. (8.1) for several samples of both (a) K doped and (b) Rb doped Cgg. For
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each compound, all of the different samples show the same temperature dependence
whic.h strongly indicates that this is the true intrinsic temperature dependence of the
resistivity. For temperatures greater than 100 K, both compounds have similar
temperature dependences with Pintrinsic(T) ~ oT2. In the K3Cgp system this continues to
very high tm'nperaturf:s,120 T ~ 650 K, whereas for the Rb3Cgp compound the resistivity
begins to saturate at T ~ 500 K. The presence of a T2 - like dependence could be

. . P . 2
evidence for a novel scattering mechanism, e.g., electron-electron scattermg.l“l

122 this

However, the combination of high and low frequency phonons may also mimic
behavior. This dependence will be addressed in detail in the following chapter. Careful
examination of the low temperature data shows that the two compounds have different
temperature dependences for T < 50K. In the K3Cgp compound the resistivity is very flat
and does not change much with temperature whereas for the Rb3Ceo compound the
resistivity is still falling with temperature. At present this phenomena is not well
understood. The reproducibility of Pintrinsic(T) between several samples with different
magnitudes of p is consistent with the picture that these materials are granular metal

113,123 that the

conductors with a large volume fraction of metal. It has been shown
variation of the resistiviiy with doping concentration in the AxCeg compound (A = K,
Rb) is consistent with the picture that the A3Cg phase is a line-phase and that the
resulting material is a granular metal conductor with A3Cgp being the metallic phase and
the pristine Cgg being the insulating phase. In general, for granular metals the overall
electrical properties depend critically on the volume ratio of the metal and insulator grains.
For granular metals!24125 with a high volume fraction of metal the temperature
dependence of the resistivity is essentially the same as that of the bulk metal. However, it
differs in two important respects. First, the size of the resistivity can be larger than the

pure bulk value by several orders of magnitude due to the electron scattering effects at the

grain boundaries. This is commonly observed in the A3Cgp compounds where samples
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with similar sharp (< 1 K) superconducting transition widths can have room temperature
resistivities that differ by a factor of five. Second, the temperature coefficient of the
resistivity (TCR) or equivaiently the relative slope defined as OR = 1/p*dp/dT can be
smaller than that in the pure bulk system. As the volume ratio of the metal approaches
unity the value of o should approach that of the pure metal. Therefore, reproducibility
in the normalized temperature dependent part of thé resistivity strongly suggests that these
samples are in the large volume-fraction-of-metal limit and hence the measured

temperature dependence is intrinsic.

8.3 Resistive anomaly

Even though the volume fraction of metal is high in these nearly optimally
intercalated compounds, the directly measured resistivity still remains quite Iar;ge (~3-5
m{2-cm @ room temperature) compared to “"good” metals which typically have room
temperature resistivities on the order of a few 1Q-cm. Much of this is due to the fact that
these compounds are granular and still contain small amounts of pristine Cgg which
increase the resistivity through defect boundary scattering. In addition to increasing the
resistivity, these small regions of Cgg can also affect the measured transport behavior in
another way. To see how this works we must first discuss the rotational ordering phase
ransition in the pristine Cgg system.

The Cgo molecule is very nearly spherical and the bonding between adjacent balls
is quite weak, essentially a van der Waals type bonding. Still, it is quite surprising to
find that at room temperature the balls freely rotate with an orientation that is completely
uncorrelated with its neighbors. In fact, initially this lead to a difficulty in proving the
cage-like structure of Cgo because this rapid rotation of the balls resulted in x-ray

diffraction analysis detecting only a relatively smooth even shell of charge at the radius of
126

the ball. Hawkins et al. were able to attach an osmium compound to the bucky balls
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which prevented their rotation and allowed the first determination of the C-C bond
lengths.

Although Cep behaves somewhat like a uniform spherical shell of charge, the
underlying icosahedral structure eventually manifests itself through a freezing of the
orientation of the balls at T = 260 K, referred to as a rotational ordering transition (ROT).

This was first conclusively shown in a differential-scanning-calorimetry measurement’ -

and has subsequently be observed in numerous experiments including, NMR!?7,

132,133

Raman!2812?  elastic moduli studies?®13%131 peurron scattering and x-ray

studies.?2-13% Of relevance to the discussion here is that this ROT is a first order
transition with an accomanpying discontinuous change is the lattice constant. Fig. 8.6
taken from ref. %% shows the temperature dependence of the lattice parameter with a
distinct discontinuity of about 0.35% at T =~ 260 K. Thus for our samples of AxCep with
x < 3 one might expect this discontinuous change to result in a sudden change in the stain
' fields in the sample which could then couple to the resistivity.

For our best samples, where best is defined as those samples with the lowest
measured value of room temperature resistivity and/or those with very narrow
superconducting transition widths (S 0.3 K) we found no evidence for a resistive
anomaly at this ROT temperature. On the other hand, many other samples did show a
definite discontinuity in p(T) at T = 260 K. The main part of Fig. 8.7 shows the
normalized resistivity data for two RbiCgo samples in which one sample clearly displays
a discontinuity whereas there is a lack of any anomalous behavior for the other "better”
sample. The direction of the jump was generally that shown in Fig. 8.7, i.e, positive
with increasing temperature, but some samples did show a jump which went down
instead of up. The size of the jump varied from sample to sample with samples which

were obviously uné’ierdopcd (not doped to minimum in p) showing the largest

discontinuities. Even for the same sample the size of the jump was found to vary from
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one temperature sweep to the next. Generally, after several temperature sweeps the
magnitude and sign of the discontinuity would stabilizé. If the sample was then further
doped and annealed the size of the anomaly was generally reduced. It is important to note
that the presence of the anomaly does not affect the normalized temperature dependence
of the resistivity away from this transition. The inset to Fig. 8.7 shows the full
temperature dependence of the normalized intrinsic resistivity, as defined in Eq. (8.1), for
these same two samples. There is no detectable difference in Pinwrinsic (T). We conclude
from this that the presence of this anomaly is due to a stain effect caused by the
discontinuous change in the lattice constant in the small regions of remaining undoped
Ceo. This results in an offset in the measured resistivity but does not affect the general
form of the temperature dependence. Further conclusive evidence that this anomaly is
due to pristine Cgn comes from pressure studies given in the next chapter.

In conclusion, by working with single crystals we have been successful in
producing high quality superconducting samples. Theses samples have very narrow
transition widths and a temperature dependent resistivity which has been shown to be
intrinsic. Both Rb3Cgp and K3Cgp display a temperature dependent resistivity of the
form p(T) = o + BT2 for 100 < T < 450 K (and K3Cp0 going up to 650 K). With these
samples it is now possible to probe the intrinsic parameters in the materials, e.g., the
electron-phonon coupling constant and the Hall coefficient, with an eye toward resolving
the issue of what allows these compounds to have such relatively high superconducting

transition temperatures.
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Chapter 9

Pressure effects

9.1 Introduction

Numerous pressure effect studies have been performed on pristine Cgp and the
A3Cgg compounds. For a cubic material, the bulk modulus is defined as:
oP

B=-~V—a-v“

e 9.1)

QU

L
S

where P is the pressure, V is the volume, a is the cubic lattice constant, and x is the linear
compressibility. In pristine Cgp the bulk modulus was measured!3? at room temperature
and found to be B = 145 kbar. This gives a linear compressibility of x = 2.3 x 10-3
1/kbar. This value is comparable to the ¢-axis compressibility for graphite which is k=1

136 4 griffening in the crystal upon

x 10-3 1/kbar. In graphite one typically finds
intercalation. As one might expect, the intercalated compounds of Cgp are somewhat
stiffer than pristine Cgg possib1y137 due to the additional ionic character of the bonding.
One finds'38 x = 1.20 £ 0.09 x 103 and 1.52 + 0.09 x 10-3 1/kbar for K3Cs and
Rb3Cgp, respectively. No direct measurements of the temperature dependence of the
bulk modulus have been reported for either pristine Cgg or the A3Cgp compounds. The
bulk modulus can be related however to the Young's modulus (see Appendix C) which
has been measured o130 for Cgp crystals. Unfortunately both of these measurements

were on crystals which were grown from a solution and therefore had solvent which was

incorporated into the crystal structure. An attempt was made to desolvenate the samples
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by heating themn to ~150-250°C which resulted'*%in a significant change in the detailed
tempe%ature dependence of the Young's modulus (Y). After heat treating the temperature
dependence of Y was roughly linear with a slope of ~ 7.5-11% per 100 K. Evidence of
the rotational ordering transition was clearly seen as well as a glassy transition which
occurred between 80-150 K. The temperature dependence of Y below this glassy
transition appears to be somewhat sensitive to the solvent used to grow the crystals and
the heat &eatment employed. No measurements have yet been reported for the Young's
modulus in the alkali-metal doped Cgg compounds. Finally, the thermal expansion
coefficients for K3Cgp and Rb3Cep have been measured > from room temperature to ~
Tc and they are highly linear over this entire range with a slope defined as d/n(a)/dT given
by 2.4 x 10-3 and 3.05 x 10-5 K-! for K3Cey and RbaCgp, respectively.

In addition to these standard pressure related intrinsic parameters one also finds a
_strong pressure dependence of the superconducting transition, Fleming et al. initially

d137a nearly linear relation between the room temperature lattice constant and T for

foun
several A3Cg0 and AxB3.xCep compounds where A = K, Rb and B = K, Rb, and Cs.
The slope was given by ATc/Aa ~ 50 K/A with T, increasing for increasing lattice
constant. This dependence on lattice constant can be thought of as a steric or "chemical"
pressure dependence. Several grou}:asl‘m'i‘44 have also measured the dependence of T,
on externally applied pressure. As expected a negative dependence on pressure is found
with dT¢/dP ~ -0.78 and -0.97 K/kbar for K3Cgp and Rb3Cgp, respectively. This
pressure dependence is more that one order of magnitude greater than what is found in
the A15 compounds (which have similar T;'s). For cxample141 Nb3Sn which has a T¢ =
16.9 K has a pressure dependence of dT¢/dP = -0.022 K/kbar. On the other hand, some

of the cuprates with comparable T¢'s have pressure dependencies which approa(:h141 the

value found in the intercalated fullerenes.
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Contrary to Fleming et al. the data taken by varying the externally applied

pressure show that the T¢ vs. lattice constant relation is not truly linear. Surprisingly,
however, a very linear relation has been found!*’ between Tc and the calculated density
of states at the Fermi level, N(gf). In this picture the difference in chemical species of
alkali-metal atoms has little affect on the electronic structure. Instead, the difference in
N(gg) between K3Cgp and RbiCeg is due to the increased lattice constant which reduces
the electronic overlap, narrowing the bandwidth and thereby increases the density of

states. In the standard weak coupling BCS model T is related to N(gf) through

T, = 1.14 () exp (~1/Neepv) (9.2)

where <> is the relevant frequency and V is the coupling strength. This obviously does
not have T, varying linearly with N(gf). However, Eq. (9.2) is only valid in the weak-
coupling limit. For strong-coupling with the proper range of paramete:rsl‘46 the
Eliashberg equations may also mimic a linear dependence on N(gs) and therefore this
dependence can not be used to rule out a BCS-like mechanism for the superconductivity.
Although measurements had already been performed on the pressure dependence
of Tc, no work had yet been reported on the pressure dependence of the transport
properties in these compounds. Since we had already overcome the technical difficulties
in producing good quality alkali-doped Ceo, I chose to try to measure the pressure
dependence of the resistivity in the Rb3Cgp compound. Since we knew the thermal
expansion, the goal was to see if p was a strong function of pressure and if it was, how

was this affecting the previous p(T) measurements.
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9.2 Experimental apparatus and techniques

In this section I will describe the pressure cell used in this study. The original cell
which allowed for measurements up to 20 kbar (hydrostatic pressure) had already been
fabricated'#” in the lab by Dr. Ian Parker. Because of the air sensitivity of the Rb3Ceo
samples I had to modify this cell to allow for the mounting and unmounting of the sample
in an inert atmosphere glove-box. This general type of pressure cell is referred to as a
self-clamping piston (or bomb) pressure cell. This cell can be used to produce

148,149 are usable to

hydrostatic pressures up to 20 kbar (similar to cells in the literature
~30 kbar). However, the current modifications made for the AxCgp work limit this
considerably to < 10 kbar. This will be discussed below.

Fig. 9.1 shows a schematic of the various components involved. The pressare
cell body, the locking nuts at either end, and the electrical feedthrough heads are made
from Beryllium Copper (Bruch Wellman, Engineered materials) which is machinable in
its raw state. After machining it is age-hardened according to the annealing schedule
supplied by Bruch Wellman'#7 resulting in a material which is strong but not brittle. The
strength of the cell body is then further increased through a process called autofrettaging,
where the cell is pressurized with a lead plug until the walls swell by ~ 0.003". The
complete manufacturing details are given in the pressure cell manual written by Dr. Ian
Parker. !4

The sample is mounted on the sample-mounting-transfer-head (SMTH), see Fig.
9.2, and this is plugged into the electrical feedthrough head. The teflon cap is filled with
the hydrostatic fluid medium and placed over the sample on the electrical feedthrough
head. This is then pushed into the pressure cell body using the lower locking nut which
is turned all the way in and left in place. The upper teflon and Be-Cu washers and the
tungsten carbide piston are placed in the cell along with the upper locking nut. The

tungsten carbide piston is slightly narrower than the bore of the cell to avoid binding
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Figure 9.1 Schematic of the various components of the self-clamping pressure cell.
The push rod, retaining plug, and piston are made of tungsten carbide, the
cap is teflon, the sample mount is Macor and G-10. Al other components

are Be-Cu.
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during the pressurization procedure. The Be-Cu washer makes a very tight fit in the bore
of the cell and hence providés the upper sealing point for the cell. The teflon washer
helps provide a good seal and keeps the teflon cap from tearing when the cap and
electrical feedthrough head are removed from the cell body.

At room temperature, force applied to the upper piston by a conventional press is
transmitted to the high-pressure region (inside the teflon cap) and then clamped in by
tightening the upper locking nut. Several different hydrostatic fluids are used in this type
of cell. The most common fluid referred to in the literature is a 1:1 mixture of n-
pentane:isoamyl alcohol. Another similar fluid often previously used in the Zettl 1ab was
a 1:1 mixture of n-pentane:isopentane. There are two main criteria used to determine the
suitability of a hydrostatic fluid medium. First it must not freeze at room temperature for
any pressure achieved in the cell. If it freezes, then additional pressure on the piston will
result in essentially uniaxial stress on the sample and will lead to damage of the sample,
the SMTH and/or the electrical feedthrough head. It is for this reason that mineral oii can
not be used as a fluid medium for high pressures since at room temperature it will freeze
at a pressure of about 8 kbar. The second criterion is that on cooling the cell the fluid
should have a broad freezing transition, preferably going through a slush-like or glassy
phase. If the fluid has too sharp of a freezing point then small variations within the cell
can quickly destroy the sample and/or lead to anomalous pressure readings due to the
shear stresses induced. The use of either mixture of fluids noted above leads to a broad
freezing transition around 100 - 150 K. For work with alkali-metal doped Cgo two
additional criteria need be met. First the fluid can not react with raw alkali-metal since
otherwise it would destroy the sample. Second, the fluid must not vaporize too quickly
at room temperature. It is for this reason the above mixtures proved unsuitable for this
work. The reason for this constraint is as follows: The sample is transferred from the

doping chamber to the electrical feedthrough head in an inert-atmosphere glove box.
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Inside the glove-box the teflon cap must be filled with fluid and placed on the electrical

feedthrough head. This assembly must then be passed out of the glove-box and pressed
into the pressure cell. It is only at this point that the seal of the teflon cap is good enough
to prevent the fluid from vaporizing and escaping from inside the tefion cap. Any vapor
region inside the teflon cap from either the initial seal or due to vaporization, will
immediately compress under pressure and is likely to cause the top of the cap to be driven
down into the sample or the SMTH. Since the transfer and loading procedure takes ~1 -
2 minutes, the high vaporization rates of n-pentane:isopentane can lead to vapor pockets
forming in the teflon cap with resultant damage to the SMTH upon pressurization. Also,
these vapor pockets can be difficult to detect while the sample is in the glove-box and
once it is removed, the sample can not easily be returned to the glove-box to refill the
teflon cap. The reason is that the sample must pass through the exchange port on the
glove-box which has to be pumped and purged several times to reduce the oxygen and
water vapor content in the surrounding atmosphere before it can pass inside the glove-
box. It is during this pump and purge cycling that the sample quality degrades
significantly, probably due to the trace amounts of Oz and H2O present on the initial
pump down. To solve this problem we chose to use Fluorinert FC-75 (3M Company) as
a hydrostatic fluid medium. This fluid is very inert to alkali-metals and can be
pressurizc:d”"1 to o;/cr 20 kbar at room temperature. In addition it does not vaporize
quickly and the freezing point, which occurs around 200-230 K for the pressures dealt
with in this work, is somewhat broad due to its polymer-like structure. As is typical for
organic liquids150 the temperature at which this fluid seems to solidify increases
somewhat with increasing pressure, roughly a few K per kbar.

The details of the sample mounting transfer head and the electrical feedthrough
head are shown in Fig. 9.2. The SMTH shown in Fig. 9.2 (a) is removed from the

doping chamber using the extraction/insertion tool shown in Fig. 9.2 (b). The tool is
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Figure 9.2 Schematic of the (a) sample-mounting-transfer-head (SMTH) (b) transfer
procedure using the extraction/insertion tool.
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placed over the SMTH and the locking wire is place underneath the Macor plate. The

SMTH is then pulled from the plugs in the doping chamber and inserted into the plugs on
the electrical feedthrough head. This method allows one to mount the delicate A3Cgg
sample on the electrical feedthrough head while wearing the somewhat clumsy gloves in
the glove-box. In particular, the wires to the sample could be attached prior to doping
and did not have to be reattached when transferred to the electrical feedthrough head in
the glove-box. Note that the hole in the center of the SMTH is to allow the hydrostatic
fluid to pass freely to either side. Without this hole one is likely to trap vapor behind the
SMTH when putting on the teflon cap filled with fluid. “

The pressure inside the cell is determined by monitoring the 4-point resistance of
a small coil of manganin wire mounted just underneath the SMTH. The resistance R of
manganin wire varies linearly with pressure from 0 < P < 30 kbar.!4® The typical
pressure coefficient of resistance is g R op ~ 2.4 x 10-3 per kbar. The exact value of
this coefficient is determined by comparison to a standard coil which was calibrated
against a commercial pressure sensing device. The pressure coefficient in manganin has

151 15 be temperature independent even though the actual resistance Rg does

been shown
vary with temperature. Therefore, to compute the pressure one needs to first measure
R(P=0,T), i.e., the temperature dependence of the resistance when no pressure is applied

and then the pressure is determined by

[R(p, T)-R(P~0, T)| 9.3)
R(P = 0. T)x (¥, ®e/op)

P[T)z'[

Fig. 9.3 shows R(P=0,T) for the manganin coil used in this experiment. Table 9.1

shows the actual raw data. Note that since 9R /47 ~ 0 at room temperature, the pressure
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Temp (K)| R( Oum) | Temp (K)| R{Obm) | Tems (K)| R( Ot} | Temp (K)| B { Ot} Term (K3 R (Ot} § Termp (X)] R { Obm) { Temo (K3 R { Oten)
7.6125 | 309.2812 54.62 1314865 | 11223 | 33304161 16558 | 3403036 [ 21938 | 3440053 27107 345.4104 | 30682 | 3455645
87137 | 3094891 | 60.632 | 3217417 | 11339 | 333.2455 | 166,63 340406 22048 | 3440835 | 27137 | 3454179 | 30748 | 3455935
9.5151 | 3096339 | 61583 | 3219778 | 114.95 | 3334479 § 16067 | 3405005 | 22157 | 41313 21204 1 3454264 1 30815 5592
10363 | 3097905 | 62404 | 32LI8RT | 11572 | 3336470 | 16871 | 306054 | 22265 | 34178 | 2727 | 3454333 | 30881 | 345.501
11389 | 3009561 | 83482 | 3224657 § 136.85 { 3338370 | 16075 | MO7049 ¢ 22373 | 3442233 27336 | 3454403 | 30945 343,589
11.968 | 3101228 | 64481 | 3227208 118 3340304 | 1708 | 308024 | 22481 | 3442675 § 274.12 | 3454478 | 31066 | 345.5874
12846 | 3103163 | 65475 | 3229731 | 119.14 | 3342198 1 17184 | 208965 | 22888 | 3443108 | 27481 | 3454567 | 31167 | 345.5863
13334 | 3104147 | 6474 | 323.2067 | 12021 | 3343834 ] 1720 | 3469920 ] 2654 | 343541 | 21554 | 3454642 [ 31268 ; 5S84
13829 | 3105107 | 67505 | 323.4828 121 2345233 1 17395 | 3410864 | 22801 | 3443938 | 27622 | 3454706 | 31371 345.58
14793 | 3107082 | 68.61 | 3237564 | I12LBY | 334.6675 175 541,0779 | 22007 | 3444326 | 27691 | 3454766 | 31472 | 345.574
15744 | 3108141 § 69,604 ; 324.0011 12297 334 845 17605 | 3412684 | 230,13 | 3444724 1 27765 | 3454836 § 31371 345572
165 1 3110872 | 70619 | 324.2488 | 12406 | 3350211 | 17709 | 1358 | 23118 | 3445102 | 279.06 | 345497 3167 | 3455685
1745 | 3132763 F 71702 § 3245124 | 12517 | 3350962 | 1784 | M1adds | 23223 | 345495 7 27977 | 345503 | 317.76 | 3453636
15392 | 3114846 | 72864 | 3247024 | 12625 | 3353658 | 17918 | 3415316 ] 23328 | 344.5848 | 28047 | 345.508% | 31878 | 3H4555E)
1945t | 3117312 | 74021 | 325.0674 | 127.33 | 3355284 | 18021 | 341.6161 | 23433 | 3446212 | 281.15 | MSSi4d | 310.97 : 3455546
20435 | 310957 | 75415 | 1254017 | 12838 | 3356506 1 18124 | 3416987 | 13538 | 344655 | 28183 | 455184 | 320,99 | 3455491
21454 | 3121858 | 73472 125.532 129.17 335808 1823 3417837 1 23643 ¢ 3446888 2825 3455244 1 32201 | 3485442
22,632 | 3124459 | 76.609 | 3256832 § 130.23 | 335.9661 18336 | 3418673 | 23748 | 344.7206 | 283.18 3455293 | 323.04 | 3455378
24286 | 3128735 | 7145 | 3258756 | 13129 | 33832431 18443 | 3419503 | 23853 | 344754 | 28385 | 3455323 | 32408 | 345.5268
25674 | 313.4383 | 78085 | 23260383 | 13217 | 3362486 | 18551 | 3420334 | 23058 | 3447838 | 284.52 | 3455383 | 325.12 | 345.5223
n2x? 313.5003 | 79.259 3M5. 288 133.2 3364048 | 1B658 | W21125 | 24065 | 3448166 | 28538 1 3455417 1 32615 | 345.5168
28067 | 113688% | 80379 | 3265411 | 13429 | 3365589 | 18765 | 3421028 [ 4142 | 3448464 | 28584 | 3453457 | 327.19 | 343.5059
0961 | 3140857 | 81456 | 3267868 | 13539 | 3367341 | 13873 | M22696 | 279 | 3448748 | 2865 | 355502 § 32823 | 3455014
11429 | 3144821 | 82424 | 327.0091 | 13649 | 3368663 | 3898 | 323472 | M3IR6 | 3445061 | 28717 | 3455537 § 326.27 34549
12424 | 3147109 | §3.493 | 3272534 F 1375 | 3570155 1 19105 | 3424959 | 24493 | 3445325 28783 | 345.5567 | 330.31 345 4845
33725 | 315.0168 1 84474 | 327.4756 ] 13860 | 35716621 193.07 | ML5685 | 603 | 3449604 | 28845 | 3455602 | 33136 | 3454766
24354 1 315.1436 1 BSSST | 3777200 1 1398 | 33T3134 | 19400 | M26402 | U726 | 3449922 | 28918 | 3455627 { 33239 . 3454661
35874 | 3155072 85.62 327.9571 14081 | 3374601 195.16 | 27008 | 24832 | 50173 28981 | 3455656 | 33345 1 3454552
36,898 | 3157683 ] 87.703 | 328.1933 142 3376040 | 19622 | 3427809 | 24938 | 3450424 | 29046 ; 355701 | 33449 | 3454487
I RG6 | 3160319 | BEB06 | 3284343 | 1431 1 3377501 | 19738 | 342847 | 25044 | MS0673 | 29132 | 3455721 | 33553 | 3454418
A8 | 3162935 | 89513 | 3IB.6M43 | 14421 | 3378924 ] 19834 | 35107 | 25149 | 3450897 | 29177 | 3455736 | 33659 | 3454279
3919 | 3165606 | 90871 | 3288777 | 14531 338.0326 | 19939 | M25760 | 252.55 | M5.1135 ] 20307 | 3455781 3357.64 ] 3454224
41018 | 3168421 [ ST698 | 3290523 146.4 1381709 | 20044 | 30425 | 25362 | 345.3350 ) 26371 345.582 A38.7 5405
42.006 | 317.1127 ¢ 52.641 | 320.2487 147.5 1383072 § 20149 1 33,1405 254.7 345.1588 | 204,37 | 3455835 | 33976 | 3454005
43,093 | 3173688 § $3.518 | 329.4362 § 148.50 | 3384395 1 2002.54 1 343.1578 255.8 3451807 | 295.04 345.586 340.81 345.3876
44,13 | 3176334 45 | 3206337 | 140.68 | 3385708 | 20558 | 3432275 | 286931 | 3452011 | 29637 | 3458885 | 3187 | 345.3796
45053 | 3178682 | 95734 | 320.8834 | 15075 | 3386976 ] 204.64 | 3432807 | 25804 | 3452734 | 29704 | 3455005 | 34293 | 345.3632
46045 | 31E.1158 1 98.06 | 3303430 | 15182 | 3388224 | 2057 | 3433499 | 250,17 | MMS52458 [ 2977 | 3455015 | 343.58 | 345.3567
47019 | 3183645 | 98892 | 3305121 | 15289 | 3385463 | 20675 | 3434081 | 26031 | 3452632 | 29836 | 345.5915 | 34504 | 3453473
48325 | 318.6445 | 99874 | 330703 | 15354 13300671 | 2078 [ 3434653 [ 26146 | 3452831 F 299.05 | 34N.5625 | 3461 | 3453354
49,253 | 3185295 10095 § 330.9184 153 339,187 208 85 ISR 26262 345.302 300,02 | 3455034 | 347.16 | 3453228
50335 | 3162031 | 10241 | 331.1497 | 15606 | 3353030 | 20089 | M3s782 | 26378 | 3453199 | 30083 | 345554 } 34822 | 3453055
51413 | 3154736 | 10333 | 3313869 157,12 | 3504500 | 21004 | 3436315 | 2404 | 3453373 301.5 345,595 345,28 | 3452046
53433 | 3197243 | 1045 | 3316127 | 15818 | 339.5361 | 21198 | 343685 | 266,13 | 3453557 | 30216 | 3455965 | 33034 | 3452821
$3237 ! 3199252 b 10558 | 331.8216 § 159.29 33963 21303 | 3437368 267.2 3453627 1 30282 345597 35139 | 3452717
5.2 320.1655 106,66 | 3320265 160.31 | 3397625 | 21406 | 3437801 26774 | MEATI6 | 0348 345596 35244 | 3352588
55272 | 3204261 107.98 | 3322309 161.37 | 3398748 215.% 38383 | 26832 | M5IM6 | M4.1S 345,596 353.% 35,2448
56,260 | 3206713 10884 | 3324334 | 16243 | 3399857 ] 21634 343 RE7 2E8E | MS5IRTI | 30482 | 34550385 | 35453 | 3452314
£7.317 | 3209289 110 3326417 163,48 | 3400937 1 21738 | 3439353 | 26046 | M53045 | 30548 | 3455058
58423 321.198 11111 | 3328427 164,54 | 340.1996 | 21825 343985 270.03 345.401 306.15 345594

Table 9.1  Numerical data shown in Figure 9.3.
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readings taken at room temperature while pressurizing the cell are not affected by small
fluctuations in the ambient temperature.

Because of differing thermal contractions between the Be-Cu pressure cell walls
and the hydrostatic fluid, the sample pressure decreases as the pressure cell is cooled.
Typically #8-151152 the pressure drops by about 3.5 kbar from ~300 K to ~4.2 K and
therefore if a predetermined low-temperature pressure is required then this temperature-
induced drop must be accounted for by setting the room temperature pressure
approximately 3.5 kbar greater than the low-temperature target pressure. Also, if the
initial room temperature pressure is < 3.5 kbar then the pressure just falls to ~zero at
some temperature and remains ~zero for all lower temperatures. For high initial room-
temperature pressure, the pressure falls roughly linearly with temperature down to ~ 220
K at a rate of ~ 0.02 kbar/K. Below ~200 K the pressure in the cell falls somewhat
linearly at a new rate of ~ 0.01 kbar/K. This change in the rate of pressure decrease is
characteristic147131152 ot the freezing point of the hydrostatic fluid medium and hence
we conclude that Fluorinert FC-75 freezes around 200-220 K. One difference between
Fluorinert and the pentane-based hydrostatic fluids is that for the pentane-based fluids the
pressure does not usually continue to fall for temperatures below the freezing temperature
(£100-150 K). However, this is clearly related to the relative size of the thermal
expansion coefficient of Be-Cu and that of the frozen fluid medium.

The volume of the high-pressure region inside the teflon cap is considerably
reduced during pressurization. For a pressure of 20 kbar the length of the cap may be
reduced by up to 10-15 mm. The original cell allowed for a clearance of 20 mm which
would safely allow for the cell to be pressurized to 20 kbar without allowing the top of
the teflon cap to hit‘ the sample. Because the doped sample could not be exposed to air,
we added the sample-mounting-transfer-head which could then be unplugged from the

doping chamber and plugged into the electrical feedthrough head. One drawback,
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however, was that this significantly raised the height of the sample in the pressure cell
cavity such that the top of the teflon cap will compress down and hit the SMTH at a
pressure of ~10 kbar (determined by experiment). Therefore, for the measurements
performed on samples, at no point was the pressure increased beyond 9.5 kbar.

The final measurement detail to address is temperature measurement. Because of
the large thermal mass of the pressure cell and the relatively poor thermal conductivity of
the hydrostatic fluid medium, large temperature gradients can be established between the
outside of the pressure cell and the sample. Since a diode can not be used in the high
pressure region, a two stage temperature measurement technique was employed. First, a
diode was used to measure the absolute temperature of a copper block mounted near the
pressure cell. Then a chromel/constantan thermocouple which passed through the
electrical feedthrongh head was used to measure the temperature aiffcrence between the
copper block and a point inside of the cell very near the sample. It has been shown!33
that a pressure gradient along the length of a thermocouple does not significantly alter the
thermopower behavior. This method is more accurate (and more practical) than using a
single large thermocouple from inside the cell to room temperature (outside the probe)

since this would be >1 m long and would almost certainlv have problems due to strange

temperature gradients along the probe combined with inhomogeneities in the wire.

9.3 Pressure dependence of the resistivity in Rb3Cen
Previous studies>30 1,63,90,120,154-156 pave shown that the temperature
dependence of the resistivity for the doped fullerenes varies as

p(T) = a + bT2 T (8.4)

from T = 100 K to well above room temperature. For a typical metal, the electron-
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phonon (el-ph) scattering mechanism is expected to dominate for temperatures T 2 6p
(the Débyc temperature) tesulting in a linear temperature dependence of the resistivity.
The presence of a T2 - like dependence could be evidence for a novel scattering
mechanism, e.g., electron-electron sr:attering.121 An important observation, however, is
that all measurements so far reported for the resistivity of doped fullerenes have been
performed at constant sample pressure, pp(T), whereas most theoretical treatments
assume constant sample volume, py(T). Differences between pp(T) and pv(T) have been
shown to be important in other compounds including the high T¢ oxide
superconductor3157 and organic conductors. Given that the compressibility, K, of the
representative material Rb3Cep is comparable to the c-axis compressibility of graphite138
one is naturally led to the question of how important is the volume dependence of the
resistivity in this material. To address this concern, we first look at the pressure
“dependence of the resistivity at fixed temperature.

For the samples used in this study, the temperature dependence of the resistivity
for P = 0 was determined by measuring p(T) in the doping chamber after the doping
procedure was completed. The samples displayed the characteristic pp(T) ~ T2
temperature dependence. After ambient pressure measurements, the samples were then
transferred to a self-clamping pressure cell in an inert atmosphere glove-box. To insure
no sample degradation occurred, the contact and 4-point resistances were measured
before and after the transfer procedure and neither were found to have changed. While
the pressure cell was on the press the 4-point resistance of the sample and the manganin
pressure coil were monitored as the pressure of the cell was increased. The inset to Fig.
9.4 shows the pressure dependence of the normalized resistivity measured at room
temperature. Clearly the effect of pressure on the resistivity is quite large with greater
than a 50% reduction in p at P = 8 kbar. There is a small anomaly in the data at P = 2

kbar which reflects trace amounts of undoped Cgg in this sample. As shown earlier, for
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Figure 9.4 Pressure dependence of the resistivity for fixed temperatures. The

resistivity is normalized to the room temperature, P = 0 value. For each
temperature the data are fit to the form p(P) = po + p1exp(-P/Po). For T =
230 K, po = 0.18, p1 = 0.46, Po = 6.7; for T = 295 K, po = 0.31, p1 =
0.56, Py = 4.4; for T = 350 K, po = 0.36, p1 = 0.80, P, = 4.0. Inset

shows the full p(P) curve for T =295 K.
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P = 0, some samples show a similar anomaly in pp(T) at T = 260 K which is attributed to
a strain effect in the sample as the small undoped Cgo regions undergo a rotational
ordering transition (ROT). From data shown in the inset to Fig. 9.4, we find the
pressure dependence of the ROT is dTroT1/dP = 16.5 K/kbar which is consistent' 8 with
independent measurements.

Unlike pp(T) measurements where the size of the discontinuity stabilizes as the
sample is swept back and forth through this ROT temperature (~260 K), if the sample is
taken back and forth through the ROT at room temperature by sweeping pressure, the
magnitude of the resistivity can increase significantly on each full sweep and the quality
of the sample can rapidly diminish. For one sample, after several sweeps through this
ROT the general temperature dependence of the resistivity became erratic probably due to
the introduction of a significant amount of cracks and other defects. Therefore, only data
taken after samples had passed through this ROT only once, on the initial pressurization,
were used in this study. Great care was taken to insure that all subsequent measurements
were taken such that the small Cgg regions remained in the rotationally ordered (i.e.,
frozen) state. The presence of this anomaly in the pp(T) data has already been shown not
to affect the measured normalized temperature dependence of the resistivity. Different
samples in this study show similar indcpcndcncc to the presence of this anomaly
provided the sample only passes through the anomaly once, on the initial pressurization,
hence this also strongly implies the measured behavior is intrinsic.

One interesting point to note is that the 2-point contact resistance was reduced by
nearly a factor of two with the application of ~8 kbar of pressure. This is very fortunate
since it is often difficult to get good 2-point contact resistances to the A3Cgp samples.
Thus, even if the contact resistances are large the samples may still be measurable under
pressure. However, there is one new problem. One sample which had been under ~4 -

kbar over several days had the room temperature pressure set to ~2.8 kbar so that at low
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temperature it would be under approximately zero pressure. At almost precisely the
temperature at which P went to ~zero, all four contacts went bad with resistances > 20
MQ. This suggests that the application of pressure "pushes” the contacts into the sample
making thern better while the pressure is applied, but as soon as pressure is removed the
contacts are likely to break off, damaging the sample. -

The pressure dependence of the resistivity was measured at three different fixed
temperatures. To measure the data at 350°C the pressure cell was mounted on the press
and then wrapped in heater tape. The same temperature measuring technique used on the
low-temperature probe was also used here, namely the temperature of a copper block was
measured with a diode and the temperature difference between the block and the inside of
the cell was measured with a chromel/constantan thermocouple. The cell was initially
under a pressure of about 8 kbar and the temperature slowly increased to ~350°C. Once
the temperature was stabilized, the p(P) data were taken by varying the pressure applied
by the press. The pressure was changed at a rate of less than 0.2 kbar per minute. If the
data were taken too quickly (~2 kbar per minute) then a significant response lag between
the pressure indicated by the pressure-coil and the resistivity of the sample was observed.
For example, if the pressure was changed quickly by 1 kbar and then held fixed as
indicated by the coil, the resistance of the sample would continue to change over a period
of about 10-60 seconds. Also, the initial room temperature pressurization data indicate
that the ROT in pristine Cgp should occur for a pressure of ~ 5.5 - 6 kbar assuming a
linear dejpc:ndcnc:fe,.158 To avoid any chance of the sample passing through this transition
the value of the pressure was kept > 6.8 kbar for this T = 350°C data. The low
temperature p(P) data were obtained by filling a liquid-tight container which was made to
fit snugly over the pressure cell with a mixture of methanol and dry ice. A small heater
was also placed on the pressure cell to help stabilize the temperature. Again, the pressure

was changed at a rate of less than 0.2 kbar per minute.
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The main body of Fig. 9.4 shows p(P) (normalized to the room-temperature, P =
0 value) for the same sample measured at the three different temperatures. All three sets

of data are fit to the same functional form,
p(P) =p,+ plexp{ -P/P,) (9.5)

indicated by solid lines. The value of Py, is intrinsic to the material and is not dependent
on doping quality. Samples with significantly different p's (7m€Q-cm vs. 30m{2-cmat T
= 290K) yielded roughty the same P, indicating the exponential form in Eq. (9.5) is not
simply due to a percolation effect, e.g., the small change in volume fraction due to the
different compressibility's of Rb3Cep and Cep. In addition to fitting an exponential, the

data can also be fit quite well to the form

P(P)=po+ 55 9.6)

In fact, if we assume that the room temperature anomaly which occurs at 2 kbar simply
results in an offset of the value of the resistivity then Eq. (9.6) actually fits the additional
0-2 kbar data somewhat better than Eq. (9.5). This offset assumption works relatively
well for the pp(T) data which show the anomaly at T = 260 K. Of course, both of these
fits are merely empirical since at present there is no theoretical understanding of the
pressure dependence of the resistivity in this compound.

Given that at room temperature a pressure of ~3.2 kbar yields a reduction in the
lattice constant of Rb3Cgp comparable to what occurs due to thermal contraction when the
sample is cooled from room temperature to T, it is clear that the problem of constant

volume vs. constant pressure must be addressed.
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9.4 Temperature dependent resistivity at constant volume

In a typical temperature-dependent run, the cell was initially pressurized and
clamped at room temperature and then the sample resistivity was measured as a function
of temperature. As mentioned previously, the sample pressure dropped with decreasing
temperature. The pressure dependence of the superconducting transition was determined
to be dT¢/dP = -0.94 0.1 K/kbar consistent with previous measurements.!43 The
"residual” resistivity, which is quite large in this material, was found to be strongly
pressure dependent. By comparing the p(T,P) data for differcnt initial pressures, the
pressure dependence of p at low temperatures was found to be consistent with Eg. (9.5)
with Py = 3 - 6 kbar. Typical sources for residual resistivity, €.g., impurities {Cgg),
defects, etc., are not expected to show such a strong and reversible pressure dependence.
In addition the ratio pp(T=290K)/pp(T=0K) is roughly equal to 2 for nearly all Rb3Cgp
samples, even though the magnitude of pp can differ by a factor of five between samples.
Therefore the ratio of the room temperature resistivity to the "residual” resistivity is
insensitive to the volume fraction of metal and yet shows a strong lattice constant
dependence. This implies that the mechanism responsible for the high "residual”
resistivity in doped fullerenes is unique and intrinsic. Two possible explanations for the
high residual resistivity are that it is related to the rotational disorder known to exist in
this material or to a localization effect, both of which would be expected to show a
pressure dependence.

To determine the constant-volume resistivity of the sample we exploited the
natural pressure drop in the cell with decreasing temperature (which largely compensated
for the thermal contraction of the sample). Additional corrections were made to the data
as described below. The corrections require knowledge of the thermal expansion
coefficient and the bulk modulus of RbiCgp. The thermal expansion coefficient has been

measured!>? and it is din(a)/dT = 3.05 x 105 1/K and linear over the relevant temperature
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range. The room temperature bulk modulus is B = 219 kbar. 2138 The problemn remains
as to what is the temperature dependence of B. For most materials the bulk modulus is
relatively insensitive to temperature. However data for pristine Cgo do show roughly a
linear temperature dependence with a slope of 7.5 - 11% per 100 K. Therefore, we have
used two different approximations for B. First we assume the bulk modulus is a constant
B, independent of temperature, and second we assume it has a linear temperature
dependence B(T) with a slope of 11% per 100 K. In our cell, the combination of
decreasing temperature and pressure gives rise to a net change in the lattice constant (for
T =295 K to 100 K) of -0.08% for B(T) and -0.18% for Bg cc;mpared to -0.6 % with no
pressure compensation. We further correct for this small volume change error as
follows: At all temperatures the pressure required to maintéin a constant sample volume is
known, along with the approximate form of p(P). At each temperature point, we
determine the additional pressure deviation (froin the true experimental pressure cell
pressure) necessary to reach the reference sample volume. This pressure deviation is
converted to a resistance deviation which is used to correct the measured resistance.

Fig. 9.5(a) shows the corrected and normalized constant-volume resistivity for
Rb3Ceg for both By, (open circles) and B(T) (open diamonds) for the sample initially at a
pressure of 8 kbar. In addition, the dashed line indicates the raw data from which the
size of the correction can be assessed. Fig. 9.5(b) shows data corrected the same way
for the sample initially at a pressure of 6.5 kbar. For the 8 kbar data the resistivity is
absolutely linear in temperature between 100 K and 350 K for both forms of the bulk
modulus. However the slopes of the data differ somewhat depending on the assumption
used for B. If an intermediate temperature dependence is used for B then a linear
resistivity over this temperature range is still obtained with a slope intermediate to the two
sets of data shown in Fig. 9.5(a). The 6.5 kbar data show a linear resistivity for the

assumption of a
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Figure 9.5 Constant volume resistivity vs. temperature for a Rb3Cpsp sample initially
pressurized to (a) 8 kbar and (b) 6.5 kbar. The data are normalized to po
the value of the resistivity at 295 K. The bulk modulus is assumed to be
either a constant (open circles) or linearly dependent on temperature (open
diamonds). The dashed line corresponds to the raw uncorrected data.
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constant B but they show a deviation from linearity at T = 200 K for the assumption of a
temperature dependent B. Hence, for temperatures 2 200 K and constant sample

volume, we find
pv(D) = + RT, 9.7)

in sharp contrast to Eq. (9.4), pp(T) =a + bT2, relevant for constant sample pressure.
Depending on the assumption used for the temperature dependence of the bulk modulus
the onset of the linearity can occur at anywhere from ~100 K up to ~200 K. Above 200
K the assumption of the terperature dependence of the bulk modulus merely influences
the slope of the resistivity however the data still remain highly linear up to the highest
temperature measured. Note that the 8 and 6.5 kbar data yield roughly matching slopes
for either assumption of the temperature dependence of the bulk modulus however there
does appear to be a small pressure dependence with a slight increase in the slope for
increasing pressure.

In the high temperature regime the slope of the py(T) curve, dp/dT, i$ related to
the transport el-ph coupling constant, Ay as follows. The transport el-ph coupling

constant is defined in terms of the el-ph spectral function ¢2F{w) as

Ay =2 L ™ 02F(0) 42 (9.8)

where the integral is over phonon frequencies ® up to the maximum phonon frequency

W, which in the bebye model is just the Debye frequency wp. The temperature

dependent resistivity is given t:}y159
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ne 9.9)

where m is the electron mass, n is the number density, wp is the plasma frequency and Tl

is the el-ph scattering rate defined as
0, 1
-l 21 2 Jod
vi= 2 JO ho o2F(0) [cosh(kBT) 1] do (9.10)

In the high temperature limit, b/ 1 << 1 for all @ < oy, Eq. (9.10) reduces to

rlm%lukg{ (9.11)

Hence, the resistivity is predicted to vary linearly with temperature with the relation
between the slope of the resistivity and Ay given by
dp

had dp 2 ‘

with units [dp/dT] = uQ-cnv K, and [Rwp) = eV. To solve for Ay, it is necessary to
determine the true value of the slope, dp/dT. ' Since Rb3Cgg has been shown to be a
granular metal! 1> we must take into consideration the fact that this granularity can affect
the measured slope. In particular, for a typical granular metal the relative slope defined as
oRr = (1/p)*dp/dT can be smaller than that in the pure bulk system. As the volume ratio

of the metal approaches unity (i.e., we approach optimum doping in the RbxCep system)
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the value of ar should approach a constant value equal to that of the pure metal. The
relative slope for the best sample measured in this pressure study (p(T = 295 K) = 7 mQ2-
cm) was oR = 1.9 x 10-3 K-! assuming a constant B. On the other hand, the sample
which had a room temperature resistivity which was four times greater, p(295 K) = 30
m&2-cm, had a relative slope of ag = 1.7 x 10-3 K-! for a constant B. The small
difference in ¢r between these two samples shows that we are near enough to optimal
doping such that ag is roughly equal to the pure bulk value. Therefore, the different
assumptions for B(T) yield a range of values for ag = 1.9 - 2.2 x 10-3 K- for pure
RbiCgo. To extract Ay the actual slope dp/dT is needed and therefore this value of ar
must be scaled by the true intrinsic value of the resistivity.

The best value for the room temperature resistivity of Rb3Ceg comes from two

independent measurements: an indirect measurement”

9160 rom fluctuation conductivity,
and from optical reﬂcctivity.(ié‘iél Both measurements yield p(295 K) = 0.5 mQ-cm.
Hence dp/dT =0.95 - 1.1 uQ-cnyK. The range of experimental values for the plasma
frequency in Rb3Cgg is found>>16? (o be wp = 0.93-1.67 eV. Using these values of
dp/dT and wp in Eq. (9.12) yields a range of values for the transport coupling constant of
A = 0.2 - 0.75. Itis important to realize that there are no free parameters involved in
this determination of Ay and yet the range of values obtained is characteristic of a typical
metal.

Finally we address the implications of the low temperature limit of the linearity in
py(T). For an electron-phonon scattering mechanism the lower limit of the linearity in the
resistivity is closely related to the Debye temperature. In practice, this linearity can
extend down to about 1/4 of the Debye tcmperature.163 The energies of the intra-ball
phonons are on the order of 400-2000 K. Therefore, given the uncertainty in the

temperature dependence of the bulk modulus, we can not distinguish whether these high

energy modes or the lower energy alkali-Cgp phonons or the inter-ball phonons are
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responsible for the electron scattering mechanism. Most theories2?-31:154,164-166 ¢
superconductivity in this material have foc;used on the high temperature intra-ball
phonons as being the dominantly coupled modes and the inter-ball modes have been
ignored. An important point is that in transport measurements the scattering process
involves real phonons whereas the superconducting pairing mechanism is a virtual
process. Therefore, if a broad range of the high frcqueﬁcy intra-ball optical modes are
coupled with roughly equal strength, one expects the number density to be significantly
suppressed for increasing phonon energy. As a result, the coupling to all of the intra-ball
modes could be quite strong and yet the transport measurements would still be influenced
only by the lower energy intra-ball modes at or below room temperature. By similar
arguments, the transport may also be strongly influenced by the even lower energy alkali-
Ceo phonons or the inter-ball phonons. However then one needs to address the problem
of the failure of the resistivity to saturate when the mean free path becomes comparable to
the Iattice constant. 120 What role, if anylm, the low energy inter-ball modes play in the
superconductivity has yet to be fully resolved.

In conclusion, the constant volume resistivity, py(T), is found to vary linearly
with temperature over a wide range of temperatures, (100-200) to 350 K This linearity
is consistent with the picture that the scattering mechanism is simply of the electron-
phonon type with a coupling constant Ag = 0.2 - 0.75. In addition, the resisavity of
Rb3Ceg is found to vary strongly with pressure with an empirical exponential or
1/(P+P,) dependence given by Egs. (9.5) and (9.6), respectively. This strong
dependence on pressure, or equivalently lattice constant, accounts for the significant

difference between constant volume and constant pressure resistivity verses temperature.
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Appendix A

Interpreting Wyckoff indices

The first step is to look up the symmetry in the International Tables for X-ray
Crystallography, vol. 1 (ITXC) 168 These tables have necessarily made a choice as to the
unit cell directions (a,b,c). If the crystal in question is considered to be oriented with its
axes in the same directions as assumed in the table then the symmetry quoted will be one
of the standard symmetries. I will discuss this case first and then come back to the
problem of how to use the tables if the crystal is assumed to be oriented in a different
direction.

As a first example I will consider YBCO which is defined?? in Table Aa.1. The
crystal symmetry is P4mmm which is one of the standard symmetries. If you look up
P4/mmm (or equivalently No. 123) you will find a list of Wyckoff sites along with the
associated symmetries. If we look for example at Ba, Table Aa.l lists it has having a
Wyckoff site symmetry of 2k withx = 1/2, y = 1/2 and z = 0.19. All of the x,y, and z
coordinates given are normalized to a unit cell of 1:1:1. That is why Table Aa.1 also lists

the actual unit cell dimensions. The ITXC lists the 24 site as having the following

symmetries
11 (L1
(29 2! Z) ) (2, 2! Z) (Aa-}.)

Z corresponds to the position (1-2). Therefore there are two Ba atoms located at the
positions (1/2, 1/2, 0.19) and (1/2, 1/2, 0.81). These values should then be scaled by
the actual unit cell dimensions. This process can be repeated for the other atoms in the
unit cell which all have similar simple symmetries. Note that the oxygen atoms O1 with

Wyckoff symmetry of 2f have very low occupancy which results in the chain-like



YBa,CuOy  Pyrnmm a=b=39A c=11.8A
Atoms Site X y z

Y (1d) 0.5 0.5 0.5
Ba (2h) 0.5 0.5 0.19
Cul (1a) 0 0 0
Cu2 (2g) 0 0 0.36
ot* 2f) 0 0.5 0
02 2g) 0.5 0 0.15
03 (4i) 0 0.5 0.38

01" has a site occupancy of << 1.0

155

Table Aa.l Crystal structure of YBayCu3Og using the standard Wyckoff notation. Data

obtain from ref. 22.
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structure in the associated CuQ planes. The final results for the other atoms are as

follows:

Y: (12,172, 1/2)

Cul: (0,0,0)
Cu2: (0, 0, 0.36); (0, 0, 0.64) -
01 (0,1/2,0); (1/2,0,0) (Aa.2)

02: (0,0, 0.15); (0, 0, 0.85)
03: (0, 1/2, 0.38); (1/2, 0, 0.38); (0, 1/2, 0.62); (1/2, 0, 0.62)

Now to look at a slightly more complicated crystal structure, consider B1-2212.
Table 1.1 lists the Wyckoff symmetries for the various atoms. The overall symmetry 1s
Frmmm (or equivalently No. 69). In addition to the local Wyckoff symmetries the ITXC

tables show that the Fpnmm Symmetry has four equivalent positions

(©, 0, 0% (0, 1/2, 1/2); (1/2, 0, 1/2); (1/2, 1/2,0) - (Aa.3)

Lets consider the Bi atoms which have a site symmetry of & and a position of (0,
0, 0.2). The ITXC lists the 8i site as having equivalent sites (0, 0, z) and (0, 0, Z ).
Thus each of these two sites will yield four atom locations by transforming using the four
crystal equivalent positions in Eq. (Aa.3). Thus we get a total of 8 Bi atom locations in

the unit cell:
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2)

(O, 0, 0. ,
(0’ 0.0. 8) from 8i symmetry

(0, 1/2,0.7)
(0,1/2,03

} from 8i symmetry + (0, 1/2, 1/2)

)
1/2,0,0.7)
)

120,03 }from 8i symmetry +(1/2,0, 1/2) (Aa.4)

1/2,1/2,0.2)
1/2,1/2,0.8)

(
(
(
(

} from 8i symmetry +(1/2, 1/2,0)

Notice that if the symmetry transformation results in a coordinate larger than 1 or less
than 0 then you simpfy fold it back into the unit cell by adding or subtracting integers
until the coordinate is between 0 and 1. This same process can be used to generate the
positions of all the other atoms in the unit cell.

As | mentioned earlier, the ITXC has made a choice for the directions of the a, b,
and ¢ axes with respect to the symmetry operations. Sometimes, however, it is more
convenient to choose a different set of axes to define the actual crystal. For example, in
BSCCO we want to define the c-axis as being normal to the CuOz planes. A different
orientation of the axes is referred to as a different setting. Clearly the symmetries in the
two systems are related by a coordinate transformation. If the symmetry listed for the
material in question is not one of the standard symmetries then you need to look it up in
the index of three-dimensional space-group symbols for various settings located in the
back of the ITXC. They are organized by crystal symmetries; monoclinic, orthorhombic,
etc. In addition, a description of how to perform the transformation on the symmetries is
22

given on pg. 528 of the ITXC. As an example, a refinement of the Bi-2212 structure

has the following symmetry: A2a-a {Cec2]l. The symmetry listed in the square brackets
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identifies the standard orientation symmetry. The settings table (pg. 547 in the ITXC)
indicates that the relationship between the different crystal axes are
a->b
b->c¢ (Aa.5)
c->a

Thus if I distinguish the coordinates by the subscripts 1 for Cec2 and 2 for Apga then

X1=Y2
y1=22 (Aa.6)
Z] = X2

Now to convert the symmetries, lets look at the 84 site in Ccc2 which has the following

symmetry equivalent positions:

(X1 ¥ 20)5 (& T 2} (Rp yo 12+ 2,)s (%1, 91 12+ 2,) (Aa.7)

First lets take an arbitrary point in the Ccc2 coordinate systemn, (0.1, 0.2, 0.3). In the
Ana, coordinate system this same point would be represented as (0.3, 0.1, 0.2).
Therefore, by analogy, the actual coordinates represented in Eq. (Aa.7) would be

represented in the Az,, coordinate system as:

(zl, X1 yi) ; (zi, X yl) ; {1/2 +2,, Xy, yi) ; (1/2 +Z, Xy, }71) (Aa.8)

Now you need to use Eq. (Aa.6) to express Eq. (Aa.8) in terms of the 2 coordinates:

(XZ’ Ya Zz) 3 (x2, Y2a 22) : (1/2 + X yZ' Zz) N (1/2 + X2, ¥ 22) (Aa.9)
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Now you simply drop the subscripts and you have the symmetries in the new setting, i.e.

for Azaa. Thus in the Agaa symmetry, the 84 sites have the equivalent points

(X, y.2): (x. 9.2): (12 +x, 9. 2): {12+ X, y. Z) (Aa.10)

Note that it is important to remember to transform the crystal's equivalent points also. In

this case the Ceep equivalent points

0,0,0);(1/2,1/2,0) ) (Aa.1D)
become
0,0,0);(0,1/2, 1/2) (Aa.12)

Once you have generated the symmetries in the new setting, one uses the same process as

before to determine the locations of the atoms in the unit cell.
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Appendix B

Relationship between Bulk and Young's modulus.

We first define P to be the stress tensor and S the strain tensor. Under the
application of a strain let all points in the sample be displace from r to r + p(r). Define
the components of r as (x, y, z) and of p by (§, 7, {). The strain in the material can be

written as

Vo=| 3 an 3L (Ab.1)

where 0,& = g%- and similarly for the other components. We only need consider the

symmetric part of Vp since the antisymmetric part describes the rigid rotation of the
sample about the point r + p.169 For an isotropic system the most general decomposition

of the symmetric part of S is given by169

(Ab.2)

where the dagger means transpose. § describes the volume compression and S, isa

symmetric traceless tensor. When written this way one can equate the stress and strain

tenors a.S169

P=BVepl+2GS, (Ab.3)



161

where B is the bulk modulus and G is the shear modulus. If we apply a pure tension
force 1 per unit area A along x, then the definition of the Young's modulus Y is

=y &% (Ab.4)

Pl

where Ax is the resulting elongation of the sample. Therefore, what we need to do is
write down the components of the stress and strain tensors for a pure tension force and

solve the resulting system of equations. This results in the following equality

T
+ 00
P={000
000
(Ab.4)
v-260,E -2G{gm + 3,£) ~2G(0,L + 9,5)
=| -26{3.m + 3,5 w-2Gom ~2G(3,{ + 3.n)
-2G(3, +3,8) -2G9,§ +a,n)  w-2GaL
where
y=(3c-Bfat+an+31
| Now from the yy and zz components we get
2®ﬂ2®g( qﬂmmm (Ab.5)
(Ab.6)

80
_ 20 3B
ayn=3,=(23538) a8
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Note that this necessarily implies that there must be a change in the lateral dimension even
though the force is purely along x.

From the xx component we get

£=(36-Ba&+3,n+2L)-3%

[5556)08

(Ab.7)

Now the x component of p must be given by ax since the elongation is a cumulative
effect. Since ax = Ax this defines o = Ax/x. Hence we see that 6, is just Ax/x and
combining this with Eqs. (Ab.4) and (Ab.7) we arrive at the relation between B, Y, and

G

. { 9BG
Y“(?’B +G) (Ab3)
or
. 1_YG
B=1.d5 (Ab.9)

Although this may look like one needs to know both Y and G to determine B we now
show that B is roughly proportional to Y and is very insensitive to G. By using

symmetry arguments one can show that the general form of p is given by

p=ox&+Pyf+yz2 (Ab.10)

Using Eq. (Ab.6) and Eg. (Ab.10) we define a new quantity called Poisson's ratio v as

the ratio of the relative lateral contraction to the relative longitudinal extension
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- 3B-2G
V=2RTG (Ab.11)

It is straight forward to show that Eq. (Ab.9) can then be rewritten as

B=—1Y (Ab.12)

The dimensionless parameter v is extremely insensitive to the material and is typically
equal to about 0.3 for most metals. Thus one can conclude that for isotropic (or cubic)
materials any variation in the Young's modulus will be quite closely tracked by the bulk

modulus.









