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ABSTRACT

The electronic transport preperities of a number of
unusual low dimensional materials are examined in this
report. Emphasis is placed on the dynamical properties of
the gquasi-one-dimensional charge density wave {CDW)
conductors NbSes and Ky 3MoO3. Additionally, we examine the
transport properties of the heavy Fermion compound URu,3i,,
self-similar gold percolation networks, and the layered high
temperature superconductor La, ggSrp 15Cu04.

We 1nvestigate the transport properties of NbSej
samples in applied magnetic (H) fields. The experimental
results indicate that the anomalous H-field effects exhibited
by NbSe; are due to H-field induced normal-to-CDW carrier
conversion. The data further suggest that the conventional
CDW impurity-pinning mechanism breaks down in large H-fields.

We also examine the effects of applied temperature



gradients on the Shapiro step spectrum displayed by NbSes
samples. The results indicate that thermal gradients act to
reduce CDW phase velocity coherence, while applied ac
electric fields act to increase CDW coherence. Additionally,
a simple model is presented which successfully accounts for
the effects of temperature gradients on NbSez crystals.
These thermal gradient techniques are alsc used to study CDW
domain structure and impurity length scale effects in
switching samples of pure and iron doped NbSes.

We demonstrate that extremely thin samples of the CDW
material Ky 3MoO3 display high quality narrow band noise
(NEN} spectra when driven by dc electric fields. In combined
ac and d¢ driving fields K 3MoO3 crystals also exhibit
unusual interference phenomena whenever the internal NBN and
the external ac fregquencies coincide. These results are
analyzed in terms of a simple classical CDW dynamical model.

In addition, we examine the transport properties of
URujpSiy, a heavy Fermion compound which appears to undergo a
Fermi surface-based density wave transition at 17.5 K. We
also study the temperature dependent frequency-scaling ac
conductivity of a novel class of gold films which can be
characterized by a fractal dimensionality. Lastly, we
examine the transport properties of the planar ceramic oxide
Laq ggSrg_ 15Culy to characterize this material's normal and

superconducting states.



For Jaima



il

TABLE OF CONTENTS

chapter page
ACknoWledgments v ueeeeroasronreanenanarsssnsssssens iv
Vita and Publicalbions tvviiiii ittt vaterotinenesnn i

IntroduChion v i ettt i e et et et et ar et 1
An introduction to charge density waves ..... 5
2.1: CDW formation and dynamics ......vevenna. 6
2.2: Dynamical models ...viee et naonenan 27
2.3: CDW materials vt iiereonasesnasncsens 31
Motivation for this experimental study ...... 43
3.1: COW materials ... in i cnnneanannosnses 43
3.2: non-CDW materials ...eeerrrennnrronanees 47
Static and dynamic properties of NbSes ...... 49
4.1: Magnetic field effects in NbSej ........ 49
4.2: Temperature gradient effects ........... g8

4.3: CDW switching behavior in a

temperature gradient ........ ... 126

Noise and ac-dc interference phenomena

in KO.3MOO3 ................................. 179



10.

Transport properties of the heavy Fermion

material URu28i2 ............................

Temperature and fregquency dependent

conductivity of thin percolation

Transport properties of the

superconductor oxide Laj ggSrg 15Culy .u....

Conclusions and directions for

future research (.ot i ittt ittt s s ettt

ReferenCeS ittt it ittt s s seensssearasessnnesas

iid



iv

Acknowledgments

I wish to first thank my research advisor, Professor
Alex Zettl, who directed this thesis project. None of this
work would have Dpeen possible without the excellent
facilities and equipment that exist in the novel materials
transport laboratory which he has single-handedly developed
during the past five years. He has also taught me a great
deal about how to perform a wide wvariety of electronic
transport measurements. I also thank Professors John Clarke
and Neil Bartlett for their assistance they have glven me as
members of my thesis committee, and Professors Alan Portis
and Leo Falicov for their participation as members of my
qualifying exam committee. My thanks also go to Harvey Mudd
College Professor Jim Eckert who first introduced me to the
excitement and challenges of experimental condensed matter
physics as well as to the intriguing properties of charge
density wave materials.

I also wish to thank Phil Parilla who I collaborated
with in performing a number of the experiments discussed in
this report. Many of the ideas presented here were immensely
improved through my discussions with Phil. I am also
indebted tc my other fellow Lab mates, Mark Sherwin, Ulrich
Walter, Mike Crommie, Lincoln Bourne, Bill Creager, Storrs
Heen, and R.P. Hall, for innumerable useful discussions

~=  sometimes relating to physics -— and for helping to



create a pleasant working atmosphere in the laboratory.

I alsc wish to thank my parents, Janna and Richard
Hundley, for their interest in my work and their continuing
support {(both financial and moral) throughout my academic
career.

Most of all, I wish to thank Jaima Jackson for her
suppoert, companionship, editorial advice and legal assistance
during my graduate career. I can say with certainty that
neither my graduate studiesaor my work on this report would
have gone as smoothly as they did without her help.

This research was funded in part by NSF Grants DMR
84-00041 and 83-51678 and a research grant from the General

Motcors Research Corporation.



wi

Vita
October 2, 1961: Born in Los Angeles, California
May, 1983: B.5. Degree, Harvey Mudd College,

Claremont, California

May, 1985: M.&, Degree, University of
California at Berkeley

September 1983 to Teaching and Research Assistant,
May, 1988: Department of Physics, University
of California at Berkeley

June, 1983 to Regearch Consultant, IBM Research
August, 1983: Laboratory, San Jose, California
Publications

M.F. Hundley and A. Zettl. Shapiro step spectrum and
phase-velocity coherence in NbSez in a uniform
temperature gradient. Phys. Rev. B 33, 2883 (1986).

R.P. Hall, M.F. Eundley, and A. Zettl. Switching and
phase-slip centers in charge-~density-wave conductors.
Phys. Rev. Lett. 56, 2399 (1986).

P. Parilla, M.F., Hundley, and A. Zettl.
Magnetic-field-induced carrier c¢onversion in a
charge-density wave conductor. Phys. Rev. Lett. 57,
619 (1986).

M.F. Hundlevy, P. Parilla, and A. Zettl.
Charge-density-wave magnetodynamics in NbSesj. Phys.

Rev., B 34, 5970 (1986).

R.P. Hall, M.F. Hundley, and A, Zettl. A phase-slip
model of switching. Physica 1438, 152 (1986).

A, Zettl, M.F. Hundley, and P. Parilla.
Magnetotransport studies 1in charge density wave
conductors. Syn. Met. 19, 807 (1987),

R.P. Hall, M.F. Hundley, and A. Zettl. An RF-induced
dynamic coherence length in NbSez. Syn. Met. 19, 813
(1987) .



10,

11.

12,

13.

14.

15.

16.

17.

vii

M.F. Hundley and A. Zettl. Magnetothermopower of
NbSey. Solid State Commun. 61, 587 (1987).

M.F. Hundley, L.C. Bourne, A. Zettl, C. Rossel, and
M.B. Maple. On the 17.5 K transition in URuj,S8ig:
thermopower and elasticity. S5¢clid State Commun. 62,
603 (1987).

M.F. Hundley, A. Zettl, A. Stacy, and M.L. Cohen.
Transport properties of the superconducting oxide
La1_858ro.15CuO4. Phys. Rev. B 35, B80O (1987).

M.F. Hundley and A&A. Zettl. Charge-density-wave
switching in an applied temperature gradient. Solid
State Commun. 65, 79%L (1988).

M.F. Hundley and A. Zettl. Domain structure and
impurity length scale effects in switching charge
density wave conductors. Phys. Rev. B (in press).

M.F. Hundley and A. Zettl. Noise and Shapiro Step
Interference in the charge-density-wave conductor
Kg 3MoC3. Solid State Commun. (submitted) .

M.F. Hundley and A. Zettl. Noise and ac-dc
interference phenomena in the charge density wave
conductor Kq 3MoOs. Phys. Rev. B (submitted).

R.P. Hall, M.F. Hundley and A. Zettl. Switching and
charge~density-wave transport in NbSesz. I: DC
characteristics. Phys. Rev., B (submitted).

M.F. Hundley, P. Parilla, and A. Zéttl. Model of
temperature gradient effects in charge density wave
conductors., (to be published)s

M.F. Hundley and A. Zettl. Temperature dependent ac
conductivity of thin percolation films. (to be
published) .



Chapter 1: Introduction

The study of low dimensional sclids has developed into
a rapidly expanding research field during the past two
decades. Prior to 197C, the interest in low dimensional
materials was solely theoretical in nature.ls? The situation
changed considerably in the early 70's when advances in both
organic and inorganic synthesis technigques made it possible
to produce conductors with highly anisotropic electronic
structures. These breakthroughs have lead to an extensive
study by the physics community of beth single-particle and
collective mode electronic transport in a wide variety of low
dimensional materials.>

A particularly intriguing class of low dimensional
materials is that of quasi-one-dimensiconal (Q1D) inorganicéf5
and organic conductors.® These materials undergoc a Peierls
transitionl to a semiconducting ground state at moderate
temperatures due to the strong electron-phonon interactions
present in cne dimensicnal electronic systems. The Peierls
transition also gilves rise to the formation of a perioedic
modulation in the electronic charge density, commonly
referred to as a charge density wave (CDW).

In 1976 Monceau, et al. discovered that the
linear-chain compound NbSey exhibits non-linear dc electrical
conductivity when a small electric field is applied across

7 8

the crystal chain axis. Subsequent transport measurements



on NbSeg could not be explained in terms of single-particle
transport prhencmena, and X—ray9 and NMR'CQ measurements
clearly indicate that this anomalous transport is actually
due to the collective mode sliding of the entire CDW. To
date, this exciting collective mode phenomenon has been
observed in roughly half a dozen inorganic CDW materials.4r®
While we now have a rough understanding cof the main features
of CDW transport, many unanswered questions concerning both
the subtle and not=~so-subtle nature of CDW dynamics still
exist.

In an attempt to answer a number of guestions
concerning CDW dynamics we shall examine the electrical
transport properties of two inorganic CDW materials, NbSegs
and Ky 3MoO3. In particular, we shall investigate the
effects of externally applied magnetic fields and temperature
gradients on the transport properties of NbSes, and, in so
doing, gain an understanding of carrier conversion proccesses
and CDW domain structure in CDW crystals. We shall also
study the transport properties of Ky 3MoO3 in combined ac and
dc electric fields and compare the results to those exhibited
by other CDW compounds.

In addition to examining CDW dynamical behavior, we
will also study the transport properties of a number of other
low dimensicnal/anisotropic materials which do noct exhibit
dynamical CDW grcound states. We examine fthe transport

properties of the heavy Fermion compound URuySi, which



appears to have an intermediate spin or charge density wave
state in addition to a low temperature superconducting state.
We will also investigate the frequency and temperature
dependent conductivity of a novel class of thin gold
percolation films. Due to their self-~similar nature, these
films can be characterized by a non-integer, fractal
dimension, and as a result, they display intriguing
electronic transport properties. Lastly, we shall study the
transport properties of the anisotropic, mederately "high T."
compound Lag gg8rpy 15Culy to better characterize this
material's normal and superconducting states.

This report is organized in the following manner: 1in
Chapter 2 a brief introduction to CDW formation, dynamics,
dynamical models, and materials is presented. A discussion
concerning the motivation for this research, with a
particular emphasis on the qguestions we are attempting to
answer, appears in Chapter 3. These introductory chapters
are foliowed, by the presentation and analysis o¢f the
experimental results in Chapters 4-8. In Chapter 4 we
examine the effects of externally applied magnetic fields and
temperature gradients on NbSej. This is followed by an
investigation in Chapter 5 of noise and ac-~dc interference
phenomena in Ko, 3MoO3. In Chapter 6 the transport properties
of the heavy Fermion compound URu,8i, will be studied,
followed by an examination of the frequency and temperature

dependent conductivity of gold percolation films in Chapter



7. The transport properties of the anisotropic ceramic-oxide
superconducting compound La; ggSrg 15Culy are examined in
Chapter 8. Lastly, a summary of the findings presented here
as well as concluding remarks and possible directions for

future research are presented in Chapter 9.



Chapter 2: An introduction to

charge density waves

In 1955, Peierls! and Fréhlich? independently suggested
that one-dimensional metals should be susceptible to a
periodic lattice distorticn that would lead to the formation
of a periodic modulation in the electronic charge density,
known teday as a charge density wave (CDW). In this chapter
we examine the special properties that make low-dimensicnal
solids unstable towards a periodic lattice distortion, the
consequences of this distortion, and the dynamical properties
of sliding CDWs.

This chapter is ocrganized as follows: the underlying
mechanisms responsible for CDW formation, a brief
chronological history of the field, and the dynamical
behavior of collective CDW motion are presented in Sec. 2.1.
This is fcllowed by a brief review 1in Sec. 2.2 c¢f the
phencmenclogical models which attempt to account for CDW
dynamical behavior. Lastly, in Sec. 2.3 we examine in detail
the gtructural properties of the two CDW conductors whose
static and dynamic properties are the subject of this report
(NbSeq and KO.3MOO3). This chapter is intended only as a
brief overview of CDW systems; for a more complete
treatment, the reader is directed to the extensive review
articles and conference proceedings listed in the reference

section.3“6



2.1 CDW formation and dynamics

As we shall see, charge density waves form at low
temperatures in low dimensional conductors. When we speak of
"low dimensional”™ conductors, we are referring not to the
overall crystal structure, which 1s obviously three
dimensional, but instead to the underlying atomic
arrangements which constrain conduction electrons to
preferentially travel in only one or two dimensions. 1In the
quasi-one-dimensional (Q1D) materials, the metallic atoms
{+the transition metal atems in the transition metal
trichalcogenides) are arranged in infinite chains, with the
nearest neighbor separation along the chain comparable to the
inter~atomic spacing in the metallic atom's pure crystal
phase. The separation between neighboring chains is far
larger than this due to intervening non-metallic atoms (the
chalcogenide atoms in the transition metal trichalcogenides).
Hence, a Q1D crystal structure consists of infinite
conducting chains with wvery little inter-chain coupling.
Similarly, quasi~-two-dimensional materials are composed of
conducting planes with only a small degree of inter-plane
coupling.

Tc see why electronically low-dimensional conductors
are susceptible to a pericdic lattice distortion, as first
suggested by both Peierls and Fréhlich, we examine the

response of a nearly free electron gas (NFEG) to a periodic



potential of the form

V=Ae ‘ (2.1)

where A (<< Eg) and Q are the potential’s amplitude and wave

vector, respectively.7

This perturbation couples together
the states |k> and |k+0Q> in such a way as to open an energy
gap Eg = 2A in the electronic energy spectrum at k = % Q/2.
Peierls! and Frshlich? independently peointed ocut that this
potential can be provided by the lattice lons, and for Q =
2kp the energy gap will lead to a reduction in the overall
electronic lattice energy. Peierls concluded that the Fermi
surface of all QiD materials should be gapped, and hence all
such materials should be insulators or semiconductors.?*

We examine the electron-phonen interaction in low
dimensional conductors to understand both where the static,
periodic potential originates in these materials as well as
why metallic low dimensional materials exist at room
temperature, & phonon of wave vector g will perturb the
electrons within a lattice in such a way as to produce a
relative change in the electronic charge density which can be
given by 06p = —-x(gq)V{g); here, V{(g) 1is the periodic
mean~field potential induced by the phonons and %{g) is the
electronic susceptibility. The mean—field phcnon potential
arises from the periodic ion displacement which embodies a

rhonon; this potential is given by



igx
Vig) = gU_ e ' (2.2}

where U, 1s the displacement amplitude and g dis the
electron-phonon coupling constant (A = gU,). The electronic

susceptibility in & metal is given by the Lindhard

susceptibility function,8

f(k) - L(k+q)

xi{q) = ~ E(ktq) - E(K) (2.3)

where £ (k) is the temperature—dependent Fermi-Dirac
distribution, E(k) is the electronic energy at k, and we sum
over all cccupied electronic states.

In three dimensions the Lindhard susceptibility is a
relatively uninteresting function of g. This is not the case
in one dimension, where % {g) shows a large, sharp peak at g =
2%p. As T drops to zero, X(2ky) grows, until, at T = 0, it
displays a logarithmic singularity. This 2kg singularity in
the electronic susceptibility occurs due to the effects of a
periodic potential on a nearly free electron gas, as
discussed earlier. The singularity 1in the Lindhard
susceptibility occurs due to the nature of the dencominator in

Egn. 2.3; as the summation is carried out near X = —kp, the

denominator goes to zero at g = Zkp. This stems from the



fact that in a purely one—-dimensional compound, the Fermi
surface at k < 0 can be translated (k = k+g) onto the Fermi
surface at k > 0 by a single wave vector g = 2kp (the Fermi
gurface 1s said to nest). In materials with a higher
dimensiocnality {(Q1D or Q2D compounds) perfect nesting does
not occur along the entire Fermi surface. Nonetheless, a
large susceptibility can still occur at Zkg if a significant
fracticn of the Fermi surface can be nested by a single wave
vactor. Hence, the nearly free electron gas 1is strongly
infiuenced by the Zkgp phonon mode in low dimensicnal metals.
At T > 0, the peak in the electronic susceptibility
gives rise to a large 2kp modulation in the charge density.
This charge modulaticn in turn produces a force on the
oscillating ions which tends to increase their relative
displacements. The additional force on the ions is given by
F = —2gszO. Hence, this force (which is functionally
eguivalent to that of a simple harmonic oscillator) acts to
reduce the 2kp phonon frequency ®(2kg). This is turn forms a
Kohn anomaly in the phonon dispersicon relationship. By
including the effects of the electron-phconon interactions,

the 2kp phonon frequency becomes’

2
24g x{2kF)

2
O (2k) = @ = (2.4)

where ®, is the 2ky phonon freguency in the absence of any
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electron-phonon interacticons, and M is the ionic mass. As
the temperature drops, ¥ (2kp) rises until, at T = TCMF,
X{2kp) = M®02/2g2 and the 2kp phonon frequency drops to zero.
Hence, at and Dbelow TCMF a Q = 2kp periodic lattice
distortion is frozen into the system. This periodic lattice
distortion is accompanied by a permanent, periodic modulation
of the charge density, otherwise kxnown as a charge density
wave .

The onset of the periodic lattice distortion, now
referred to as a Peierls transition, leads toc the formation
of a gap Eg = 2A at the Fermi surface. Because the gap
occurs at Ep, the total electronic energy is reduced. This
is offset by an increase in the total elastic energy due to
the permanent lattice distortion,. By minimizing the total
crystal energy {(lattice plus electrons), the energy gap

becomes7

-1/A

A=2E_ e (2.5)

where A = D(EF)gz/MmO2 is a dimensionless coupling constant,
and D{(Eg) is the density of states at the Fermi energy. By
calculating X (2kgp) as =a function of temperature, TCMF and

Af(T=0) are found to be related by the familiar BCS relation,

MF
2A = 3.52 k_T P (2.6)
B ¢
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where kg 1s the Boltzmann constant.

This mean-field analysis is not entirely correct
because it neglects the effects of inter-chain coupling and
three dimensional ordering. Roughly speaking, TCMF is the
temperature at which ordering along individual chains begins
to take place. Accoxding to a calculation by Lee, Rice, and
Anderson,g true three dimensicnal ordering does not take
place until T, = TCMF/4. Hence, the true transition
temperature is T, and not TCMF.

Because a gap opens at Ep, the Peierls transition
converts a low dimensional metal into a semiconductor or
insulator. Frdhlich pointed out that the periodicity of the
CDW A = m/kp need not be directly related to the lattice

periodicity.2

Hence, the energy of a one-dimensional CDW
should be independent of its position relative to the lattice
(the CDW is said to be incommensurate with the lattice in
this case). Fréhlich, who, in the days befcore BCS, was
searching for a superconductivity mechanism, proposed
therefore that the CDW should be able to slide relative to
the lattice with no resistance. This Frdhlich mode would
consist of z displacement of the electrons which form the
CDW, leading to a macroscoplc current, while the ions would
fluctuate around their average positions. This ionic motion

would add no current to the mode, but the lon's inertia would

subgstantially increase the dynamical CDW effective mass.
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While very intriguing, the possibilities of a Peierls
transition and the Frohlich mode were unrealized before the
early 1970's because no known guasi-cne or two dimensional
materials then existed. The situation changed considerably
with advances in organic and inorganic synthesis techniques
that occurred in the first half of the 1970's. The new
synthesis techniques made it possible to make sc¢lids with
highly anisotrcpic electronic structures. The linear chain
platinum salt KoPt{CN) 4Bry 4 (KCP) was the first QID material
in which a Peierls transition was identified.lV a family of
organic charge-transfer salts, which are best exzemplified by
tetrathiafulvanium~tetracyancquinodimethanide (TTF-TCNQ),
were also found to undergc a Peierls transition.ll A group
of quasi-two-dimensional materials, the transition metal
dichalcogenides, were also found to contain a two dimensional
CDW.l2 Research on these systems centered on studying the
structural changes brought on by the Peierls transition.
Although these materials showed no sign of a dc Fréhlich mode
(recent conductivity studies indicate that TTF-TCNQ may

display collective CDW motion),13

reflectivity measurements
indicated that, in the case of XCP and TTF~TCNQ, the CDW
phascn model4 has a characteristic frequency in the
far-infrared region.15

In 1974 Monceau, et al. discovered that the linear
chain conductor NbSes displays non-linear dc conductivity in

both CDW states (Toy = 144 X, Top = 59 K; due to this
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material's multi-chain structure, the two Peierls transitions
only partially gap the Fermi surface).l6 As indicated in
Fig. 2-1, the two resistance anomalies are progressively
suppressed with increasing bias voltage. In the limit of
large d¢ fields, the resistivity appears to saturate to a
value consistent with no CDW transiticon. This phenomenon was
initially attributed to CDW electric field breakdown via
single particle zener tunneling across a small energy gap.16
However, subsequent X-ray diffraction experimentsl7 clearly
indicated that the CDW does not break down in the non-Ohmic
regime, indicating that Zener tunneling was not responsible
for the non-linear conductivity.

In 1979 Bardeen suggested that the experimental results
were due to the Frdhlich sliding CDW mode . 18 Subksequently,
differential resistance measurements indicated that a
strongly temperature-dependent electric threshold field Eq
exists which separates a low field, Ohmic, conductivity state
from a high field, non-Ohmic conductivity state (see Fig,
2--2).19-'20 More recently, NMR experiments clearly indicate
that the non-linear dc conductivity exhibited by NbSej is due
to collective CDW motion.2* A non-zero threshold field and
the absence of a superconducting Frdhlich mode apparently
occur in these materials begause the CDW is pinned to the
lattice by impuriti@s.22 This has bheen verified by
experiments which indicate that Eq increases when impurity or

doping concentrations are increased.?23 Presumably, the
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organic CDW materials (KCP and TTF-TCNQ) do not wusually
exhibit CDW motion because of excessive impurity pinning.
There ncw exlist seven known ¢1D CDW materials which
display non-linear collective-mode conductivity. They
include three compounds from the transiticon metal
trichalcogenides (NbSes, monoclinic and orthorombic TaSy, and
type III NbS3),2%¢25 the blue bronzes (Xy 3Mo0y, X = K,
Rb) ,26 and the halogenated transition metal
tetrachalcogenides [ (TaSey),I and (NbSe4)3.33I].27'28 We now
briefly discuss the dynamical properties associated with
sliding CDW motion (for a more extensive treatment, see Refs.

3-6}.

2.1.1 Frequency-dependent CDW response

The charge density wave materials which display
non-linear dc conductivity also exhibit strongly
freguency~dependent c¢onductivity at unusually low
frequencies. The frequency~dependent conductivity of NbSej
and TaS3 are shown in Fig. 2-3.29/30  1n noth cases, the real
part of the conductivity increases with increasing frequency
starting at 1 to 10 MHz, and saturates to a maximum value at
roughly 1 to 10 GHz; in the microwave region ( > 103 GHz)
the conductivity falls to zero. The imaginary part of the
conductivity 1s alsoc strongly freguency dependent. The
general frequency dependence of the data presented in Fig.

2-3 is suggestive of a simple, overdamped harmonic oscillator
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with a characteristic crossover freguency €} PR It has been

found that © increases with increasing impurity

co
concentration in precisely the same way that the threshold
electric field does.®l This indicates that the peak present
in the real part of the frequency-dependent conductivity is
due to collective excitations of the charge density wave
phason mode.

In addition to the giant phason mode evident in Fig.
2-3, completely gapped CDW materials also exhibit a small,
strongly frequency~ and temperature-dependent low frequency ¢
< 10 MHz) dielectric relaxation mode. This mode was first

32 and more recently in (TaSe4)21.33 This

seen in Ko 3MoOg,
mode is well described by a Debye relaxation eqguation with a
broad distribution of relaxation times.-=<¢ Recent theoretical

work indicates that this conductivity mode stems from

interactions between the CDW and normal electron.34

2.1.2 Periodic current oscillaztions

By far the most intriguing aspect of CDW dynamics is
the noise phenomena which accompany the collective dc motion
of a sliding CDW. For E > Eg¢, a CDW exhibits a large amount
cf broad band (1L/1) noise and c¢oherent acg¢ current
cscillations in addition to the dc CDW response. The
coherent current oscillaticons typically appear in the MHz
frequency range. Both of these noise-related phenomena were

first observed by Fleming and Grimes in 1979.19 A typical
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set of coherent current oscillation spectra are shown in Fig.
2-4. These current oscillations are now referred to as
narrow band noise {(NBN). A typical NBN spectrum consists of
a strong fundamental noise peak at fygy and a set of
harmonics at £ = nfypns where n = 1,2,3, ... . The data in
Fig. 2-4 indicates that fypy 1s a strong function of bias
current and that the harmonic amplitude decreases with
increasing n. HNarrow band noise spectra have been obtained
from samples of NbSe3,19 TaS3,35 (TaSe4)21,2m7
(NbSe,) 5.331,28 and K 4Mo05.20

On both theoretical and experimental grounds it has
been found that the narrow band noise frequency is linearly

related to the CDW velocity vepys, and hence the CDW current

dens J..ty JCDW’ by3 6

J = a f P (2.7)

where a 1s a material-, sample—, and temperature-dependent
constant. Although considerable debate as to the origin of

the narrow band noise has existed ever since its initial

37

discovery, recent research strongly indicates that this

phenomena is a bulk effect caused by the sliding charge
density wave interacting with the underlying periodic

potential supplied by pinning impurities.38
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2.1.3 Ac~de interference phenomena

Due to the internal narrow band noise ac signal present
in depinned CDW crystals, intriguing interference phenomena
can occcur in the presence of combined ac and dc electric
fields. These effects are analogous to microwave-induced
Shapiro steps in Josephson junctions.39 Shapiro steps were
first observed in NbSej by Monceau, et a1.3% a typical
Shapiro step spectrum exhibited by a mode-locked NbSej sample
is shown in Fig. 2-5. In the case of CDW conductors, steps
in the current-voltage characteristic and peaks in the
differential resistance occur whenever the bias-dependent NBN
frequency is related to the externally applied frequency f.,
by
(2.8)

where p and g are integers.

The Shapiro steps occur due to the mode locking of the
CDW to the external ac signal. As the dc¢ bias is increased
in an ac-dc interference experiment, the internal ac
frequency fypy will, as suggested by Bgn. 2.7, also increase.
Suppose that at a bilas field EBj,.x the two frequencies
coincide (fypy = fex) - It is energetically favorable for the
internal ac signal to stay locked to the external ac signal
over a small range of dc bias fields, E = By, + OE. Hence,
while the CDW is mode—locked to the external signal, the CDW
narrow band ncilse frequency and hence the CDW velocity does

not change as the bias is wvaried. As a result, the normal
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electrons must carry the extra current necessitated by the
changing bias, and, in the case of complete mcede locking, the
sample differential resistance must increase to the low field
(E < Eg) value. It is this mode locking of the CDW to the
external ac signal that gives rise to the anomalies in Fig,
2-5.

The mcde-locking phenomena has been extensively studied
in NbSej crystals.36t40‘42 It has also been observed in

43 44 Inductive anomalies in

samples of TaS3, and Kg . 3MoO3.
the bias-dependent ac conductivity of NbSez and Kg . 3MoO3 have

alsc been reported.41'45

2.1.4 Switching

In the majority of CDW samples which display non-linear
dc conductivity the change in the conductivity at and above
Ep occurs in a relatively smooth, continucus fashion. Far
above Ep, the conductivity appears to again saturate to an
chmic wvalue (See Fig. 2-2). In scme samples the CDW
depinning can occur so abruptly in the current-vocltage
characteristic that a discontinuity appears at threshold.46
In these samples the conductivity appears to "switch”
directly from the low field tec the high field state. Samples
which display this phenomenon are referred to as switching
samples. The temperature-dependent current—~voltage
characteristics of a switching NbSeg sample are shown in Fig.

2-6. Switching was first seen in NbSe3,46 and has
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27

subsequently been observed in samples of Ta83,47 Ko_3MoO3,26
and (NbSey) 3 33I.28

The dynamical switching state in CDW conductors is
characterized by unusually large, temperature-independent
threshold fields,48 inductive ac response,49 hysteresis and
metastable states,50 negative differential resistance,Sl and

52 Recently it has been

period doukling routes te chaos.
suggested that switching stems from the presence cof
phase-slip pinning centers in switching crystals that create
large CDW phase polarizaticn and leocalized CDW amplitude

collapse.53

2.2 Dynamical models

A number of phenomencleogical meodels have been proposed
to account for the dynamical properties discussed in the
previous section. The proposed models include a single
particle classical desc:ription,S4 a guantum mechanical
tunneling model,55 and a number of deformable medium theories
based on the Fukuyam-lLee-Rice Hamiltonian.®® A1l of these
dynamical models assume that the unusual ac and dc response
associlated with CDW materials is due to collective motion of
the charge density wave.

By far the simplest dynamical CDW model is the single
particle ¢lassical model preposed by Griiner, Zawadowski, and
Chaikin.”% In this model, the CDW is treated as a rigid

. ' * . . . .
chiject with a mass m~ and a charge & moving in a sinuscidal
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potential; the CDW internal degrees of freedom are
completely neglected in this approach. This model has been
surprisingly successful in gqualitatively and
semi-quantitatively describing the essential frequency and
electric field dependent features of CDW transport.2 The

single particle equation of motion igo4

2
z
¢ x +]7§£ + 2 51 ) = ek 2.9
> e Qsm(Qx = = (2.9)
adt m

where x is the CDW center-of-mass coordinate, E is the
applied electric field, Q is the periodic pinning potential

wave vector, is the characteristic CDW resonance

fo!
fregquency, and I = 1/7 is a damping constant with a
characteristic relaxation time 7T. Recent theoretical work
concerning the pinning effects of impurities on a sliding CDW
suggests that the CDW pinning potential roughly resembles a
sinusoidal function with a periodicity egqual to the CDW
wavelength (Q = 2w/2y 27 Hence, there is some underlying
physical Jjustification for expecting Egn. 2.9 to model CDW
dynamical behavior.

Eguation 2.9 successfully accounts for CDW non-linear
dc conductivity past a electric threshold field, the

bias—-dependent narrow band noise, harmonic (g = 1)

mode—-locking, frequency-dependent conductivity (a £it using
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Egn. 2.9 1s included in Fig. 2-3b), and impurity-dependent
pinning effects.> While these effects are well accounted for
by the single particle model, it cannot account for all
aspects of CDW dynamics. In particular, it cannot account
for the metastable effects that CDW materiais exhibit,58
switching phenomena, broad band necise, subharmenic (g > 1)
Shapiro steps, and the detailed functional form of Gy, near
threshold. These defliclencies are presumably due to the
simple form of this model's equation of moticn. Some of
these deficiencies could be alleviated by using a more
realistic form for the pinning potential. In particular, the
model can predict the existence of subharmonic Shapiro steps
if a pinning potential with higher harmonic content, such as
that suggested by the work of Titto and Zawadowski,57 is
used. The other deficiencies exhibited by this model can be
attributed to its neglect of the CDW internal degrees of
freedom. Hence, there are a number of fundamental problems
with this simple model, but it 1s nonetheless a useful
pedagogical tool for understanding the basic properties of
CDW transport.

A more complete description of CDW dynamics is realized
in the Fukuyam-Lee-Rice Hamiltonian; +this phase Hamiltonian
includes the effects of non-uniform and random impurity
pinning as well as the internal CDW degrees of freedom. The

Hamiltonian is given by56
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3 2
H = .’2£j.d x Vo + wopazcos[Zkin T 0(x)]
2

ep
+J.W¢E dz (2.10)
2k,

where ¥ 1s the CDW elasticity constant, W, is the impurity
potential, p is the local charge density, P, is the average
charge density, and ¢(x) is the local CDW phase.  The three
terms in Eqgn. 2.10 are related to the CDW phase elasticity,
CDW-impurity interactions, and the interaction between the
CPW and externally applied electric fields, respectively.
This expression assumes that the CDW amplitude is independent
of position and time. Equation 2.10 is in general gquite
difficult to solve, and numercus simplifying assumpticons have
been made to determine its theoretical prediction.3 A number
of other models which include CDW internal degrees of freedom
have also been proposed; these include a Frenkel-XKontorova
model and a hydrodynamical model .20 These models can
successfully account for many aspects of CDW dynamics.56
Rardeen has taken a considerably different approach in
attempting to account for dynamical CDW behavior. In the
gquantum model of charge density wave dynamics, CDW transport
phenomena are assumed to occur due to the macroscopic gquantum

tunneling of the CDW across small pinning gaps.55

These gaps
presumably stem from the presence of pinning impurities

within a CDW crystal, This approach was first suggested
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because of the «c¢lose similarity between the CDW
electric-field dependent conductivity and that of zener
tunnel Jjunctions. In addition to accurately fitting the
electric field dependent CDW conductivity, this model can
account for narrow band noise oscillations, ac~dc
interference phenomena, and the scaling relationship that
exists between the ac and dc conductivity of a CDW material.

At the present time it is difficult to say whether or
not a qguantum mechanical approach is superior to the
previously discussed c¢lassical models. As vyet, no
experimental observation exist which can be explained only by
a guantum description. It was believed at one point in time
that the results of harmonic mixing experiments strongly
supported a quantum description,59 but recent analysis of the
Fukuyam~Lee~Rice model suggests that the harmonic mixing data
are actually better described classically.60 Further, the
failure to see any photon-agsisted tunneling in combined ac
and dc field experiments,61 cne of the mest intriguing and
important predictions of the guantum model,55 strongly
suggests that a quantum description of CDW dynamics may be

inappropriate.

2.3 CDW materials
The static and dynamic properties of two
gquasi-one-dimensional charge density wave conductors, NbSej

and Ky 3MoO3, are extensively examined in Chapters 4 and 5 of
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this report. In the subsections te follow we briefly examine
the structural and electronic properties o©of these two

compounds.

2.3.1 NbSeg

The crystal structure of NbSeg is depicted in Fig. 2-7.
The basic building block consists of trigonal prismatic units
with niobium atoms in the center of selenium prisms.62'63
These prismsg are stacked end-to-end, forming infinite chains,
with the chain axis corresponding to the crystalline b axis.
The crystal structure in the a-c plane, perpendicular to the
chain axis, 1s shown in Fig. 2-8. The niobium chains are
linked +fogether aliong the ¢ axis Dby inter-chain
nicbium-selenium bonds. Hence, NbSej forms in ribbons along
the b and ¢ directions. The electrical conductivity along
the ¢ axis is roughly ten times smaller than along the b
axls. Hence, NbSes 1is only a moderately anisotropic
compound.

As depicted in Fig. 2-8, the crystal structure in the
a-¢c plane 1s fairly complicated. The unit cell consists of a
pair each of three inequivalent prismatic chains. Thase
three chains are distinguished by the distance between the
selenium pairs in their respective prism bases. The type III
chains have strong Se-Se pairing (the Se-Se separation is
2.37 A), while the type I chains have intermediate pairing

(2.49 A), and the type II chains have relatively weak pairing
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e Nb o Se

Figure 2-7 The trigonal prismatic chain structure of NbSes.
The b axis corresponds to the nicbium chain axis

in Nb8e3 (from Ref. 62).



Figure 2-38

34

Projection of the NbSes crystal structure in the
a-c plane, perpendicular to the CDW chain ({b)
axis. The meonoclinic unit cell, containing a
pair each of the three chain types, is

highlighted by the dotted lines (from Ref. 63).
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(2.91 A).62,63

The ineqguivalent nature of the three basis chains
present in NbSey strongly affects the band filling in this
material. It has been suggested that the relatively strong
Se pairing in type I and IITI chains gives rilse to a covalent
bond between their two base selenium sites, while the large
separation in the type II chains requires independent, ionic
bonding at the base sites. As a result, the electronic band
structure filling for NbSez has Dbeen roughly estimated as
follows (note that Se is valence -2 while Nb is wvalence
+5):24:85  the five valence electrons of each niobium atom
contribute 30 electrons to each unit cell. The four chains
with strong Se-Se pairing (two type I and two type III
chains) take up 16 of these electrons, while the two type II
chains, with weak Se-Se interactions, account for 12 of the
remaining electrons. Hence, there are 30 - 28 = 2 conduction
electrons shared amongst the four conducting Nb sites {(in
this simple approach it 1s assumed that the Nb atoms in the
type II chains do not take part in the conduction process).
This gives (0.5 electrons per Nb site, corresponding to a
quarter—-filled conduction band.

NbSeq undergoes two Pelerls transitions that lead to
the formation of a pair of cows.17/06  The first transition
at Toqy = 144 K creates an incommensurate CDW with a wave
vector of Q; = (0, 0.243, O);17 the second transition at Tao

= 59 K forms a second, independent CDW with a wave vector of
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0, = (0.5, 0.259, 0.5). The resistance ancmalies shown in
rig. 2-1 are directly associated with these Peierls
transitions. Clearly, NbSe; stays metallic at all
temperatures. A number of band structure calculations®’:68
and NMR measurementsZis69 suggest that the first CDW
transition takes place on the more highly one-dimensional
type III chains. Hence, the upper Pelerls transition only
destroys a portion of the Fermi surface (the type I and type
IT chains are ungapped), and NbSe3 stays metallic below Ta1-
Shima's band structure calculations®? indicate that the
electronic dispersion of the type I and II chains create
three independent Fermil surfaces. Two of these nest, and
presumably account for the lower Peierls transition. The
third, a small ellipsoidal structure, 1s believed to be
unaffected by either CDW transition, and thus accounts for

the metallic nature of NbSes below 59 K.

2.3.2 Kg 3Mo0Oq

Although potassium blue bronze (Kp, 3MoO3}) was first
synthesized7O in 1964 and subseguent research indicated that
a metal—-semiconductor transition occurs at 180 K,7l it was
not until Kp 3Mo0O3 was "re-discovered” in 1981 that this
material's low-dimensional character was carefully

73

examined. '? Optical reflectivity and dc electrical

72

resistivity measurements indicate Kg 3Mo0O3 1is a

quasi~one-dimensiocnal metal above 180 K; additionally, X-ray
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analysis clearly shows that the 180 X phase transition is a
Peierls transition that regults in the formation of an

74 Potassium blue bronze

incommensurate charge density wave.
has alsc been found to exhibit non-linear transport phencmena
and narrow band noise oscillations due to collective CDW
motion.40

As shown in Fig. 2-9, the crystal structure of Kg . 3Mo05
consists of infinite chains composed of MoOg octahedra.’”
The infinite chains extended along the crystallcgraphic b
axis, with the pctassium atoms separating neighboring chains.
There are three inequivalent types of MoOg octahedra which
are differentiated by their relative positions within the
unit cell. This is most clearly shown in an a-c plane
projection of the crystal structure, which is depicted in
Fig. 2-10.7®  The basic unit contains ten of these octahedra
{four each of octahedra types 2 and 3, and two of type 1).
The type 2 and 3 octahedra are linked wvia theilr respective
edges and form infinite chains. The neighboring units are
weakly linked via corner sharing of an oxygen site in the
type 3 octahedra. This corner sharing results in the
formation of infinite slabs in the [1(l] directicn {(in terms
of the I-centered unit cell). The intervening potassium
atoms act to strongly separate the neighboring planes.
Hence, Ky 3MoOj3 consists of infinite chains along the b axis,
which alsc form a weakly linked planar structure along the

f101] direction. The room temperature conductivity along the
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Figure 2-9 Crystal structure of Ky 3Mo0O5 showing the
infinite MoOg octahedral chains along the b
axig, separated by intervening potassium atoms

(dencoted by black dots) (from Ref. 75).



Figure 2-10

39

Projection of the Ky 3MoO3 crystal structure in
the a-c¢ plane, perpendicular te the CDW chain
axls, The I-centered moncclinic unit cell is
highlighted by the dotted lines. The potassium
atoms are dencted by black dots and the type of
each MoOg octahedron is indicated by a number

(1, 2, or 3) (from Ref. 76).
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chain axis is roughly 80 times larger than along the planar
directicn, and more than 1000 times larger than along the
direction perpendicular to these 1ayers.75 Hence, Kg _ 3MoOjg
is electronically far more one dimensional than NbSes.

The temperature-dependent resistance of Ky 3M003 is
depicted in Fig. 2-11 as a functioen of 1/T. Above 180 K
Ky 3MoO3 behaves metallically, while below this temperature
the resistivity clearly feliows an activated behavior
indicative of a low temperature semiccnducting state. 2:77
Hence, Kp 3MoO3 undergoes a metal to semiconductor transiticn
at T, = 180 K. X-ray diffraction measurements indicate that
this transition is accompanied by the formation of both a
periodic lattice distortion and an incommensurate charge
density wave. 4 The observed wave vector i1is ¢ =
(0,0.74,0.5).74 The size of the energy gap as determined
from dc conductivity data indicates that 2A = 8kgT., in rough
agreement with Egn. 2.6, assuming T, = TCMF/4.75

The resistivity data in Figs. 2-1 and 2-11 indicate
that the respective Pelerls transitions which take place in
Kg . 3MoO3 and NbSez affect the two materials 1in subtly
different ways. First, due to i1its more highly one
dimensiocnal nature, Ky 3MoO3 undergoes a Pelerls transition
at a higher temperature than does NbSes. Secondly, the two
transitions which occur in NbSe; do not completely destroy
the Fermi surface in this material, thus allowing NbSej to

exhibit metallic Dbehavior at all temperatures, while the
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Figure 2-11 The temperature-dependent resistance of
potassium blue Dbronze (Kg 3Mo0g3) in the
low—field limit. The resistance was measured

along the chain azis (from Ref. 77)
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single 180 K transition in Ky 3MoC3 completely gaps the
conduction band, converting Ky 3MoO3 into a semiconductor

below 180 K.
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Chapter 3: Motivation for this

experimental study

The objectives of this research project, with an
emphasis on the guestions we wish to answer, will be
presented in this chapter. The project goals were twolold,
first, to examine the collective mode static and dynamic
properties of the charge density wave (CDW) conductors NbSej
and ¥y 3MoO3, and second, to investigate the single-particle
transport properties of three anisotropic materials (URupSis,,
gold percolation films, and La; ggSrg, 15Culy). The
motivating factors concerning the CDW research appear in 3Sec.
3.1, while those factors concerning the work on the non-CDW

materials appears in Sec. 3.2.

3.1 Charge density wave materials

Although CDW collective mode dynamics has been studied
extensively since 1976, there still exist many unanswered
guesticns concerning the nature of this phenomena. The
motivational factors for the four aspects o¢f research
performed on CDW materials in this research project appear in

the following subsections.

3.1.1 Magnetic field effects on NbSeq
In 1985 Coleman et al.l reported unusual

magnetoresistance effects in the lower CDW state (T < 59 K)



of NbSes. They concluded that these effects could not stem
from conventional magnetic field effects. Instead, they
suggested that the anomalcous magnetoresistance could be due
to magnetic field=-induced variations in either the number or
mobility of the normal electrons. They also speculated that
the anomalous magnetoresistance implies that there exists a
spin density wave component to the CDW in NbSes;. Subsequent
thecoretical calculations supported the notion that the strong
magnetoresistance stems from normal-te-~-CDW carrier
conversion.?

Unfortunately, it was impossible to determine, based
solely on the magnetoresistance data, if this theoretical
conjecture was correct. Hence, a portion of this research
project consisted of performing careful static and dynamic
transport measurements on NbSes; crystals in externally
applied magnetic fields. This work was undertaken to
determine whether or not carrier conversion occurs in NbSes,
and also to see if applied magnetic fields have any effect on

CDW dynamics.

3.1.2 Temperature gradient effects on NbSeqy

When this research project was initiated in 1984 there
existed considerable controversy as to the nature of ithe
mechanisms responsible for the narrow band noise (NBN)
oscillations which accompany dc CDW motion. The two vying

schools of thought believed that narrow band ncise was either
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a bulk® or a contact? effect. At that time, seemingly
contradicteory evidence existed to support both noticns. To
determine which process 1s responsible for the NBN
oscillations, researchers took advantage of the strong
temperature dependence of the parameters which determine the
fundamental NBN frequency by examining the NBN spectra
produced by CDW crystals in the presence of longitudinally
applied temperature gradients.5

These initial investigations did not completely clear
up the NBN controversy. For this reason, we embarked on a
detailed examination of the temperature gradient effects on
NBN and related phenomena in NbSes. Because no theory
concerning the temperature gradient effects on bulk-generated
NBN existed, we alsoc developed a simpie model of the AT
effects on bulk-generated NBN spectra to determine 1if

bulk-based NBN production was c¢onsistent with the

experimental temperature gradient observations.

3.1.3 CDW switching in a temperature gradient

In most cases, CDW depinning is evident in a
current-voltage (I-V) relationship as a smooth, continuous
change from the pinned, linear state to the higher
conductance sliding, non-linear state. In some CDW crystals,
the CDW depins 1in a sharp, hysteretic manner creating an
abrupt discontinuity in the I-V curve; this phencmencn is

)

referred to as switching. It has been suggested that this
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effect is due to the presence of ultra-strong pinning centers
within switching crystals that strengly alter the CDW
depinning process.7

When this research project began, little was known
apout the internal arrangement of these ultra-strong impurity
sites. Further, while all switching I~V curves show
discontinuous depinning, there exist large sample-to-sample
variations in the number of switches and the degree of
hysteresis that a particular sample's I-V curve can exhibit.
To determine the underlying causes of these variations, and
to map cut the structure of CDW switching domains, we have
performed a careful study of temperature gradient effects on

switching NbSes; samples.

3.1.4 Noise phenomena in K3 3MoOg

Although Ky 3Mol3 was first synthesized in 1964,8 it
was not until 1982 that it was realized that this material
undergees a Pelerls transition at 180 K. Kg . 3Mo0O3 was
subsequently found to exhibit sliding collective mode
non-linear dc conductivity.lo While this material displays
narrow pand nolise oscillations, these oscillations are
typically of very low quality, indicating that the sliding
ChW state is generally very incoherent .1t As a result,
Kg . 3MoOg samples do not usually display the many phencmena
associated with NBN oscillations. To determine if strongly

coherent CDW response, and the noise and interference
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phenomena related with it, can occur in Kp 3Mo03, we have
carefully examined ultra-thin samples of this material in

combined ac and dc driving fields.

3.2 Non-CDW materials

Although not all low-dimensional conductors display
charge density wave ground states, their electronic transport
preperties can still be very different from those exhibited
by conventional, isotrcpic materials. In the following
subsections we examine the special properties of three such
novel systems which motivated their study in this research

proiect.

3.2.1 The heavy Fermion compound URu,;S8i,

In addition to displaying heavy Fermion properties
{(high effective charge carrier mass) and a low temperature
superconducting ground state, URu,Si, alsc shows evidence for

an intermediate density wave state.l?

Heat capacity and
resistivity measurements suggest that a Fermi surface based
transition occurs at 17.5 K in URuySi,. At the time this
research project was instigated, the precise nature of this
instability was unclear. Hence, we have performed careful

electronic transport measurements on URuESiz to determine the

nature of the 17.5 K transition.



3.2.2 Gold percolation films

With the rapidly expanding interest 1in fractal
geometry13 which occurred during the early 1980's, there has
been a considerable effort recently o find real-world
fractal systems and study their transport properties. With
this goal in mind, IBM researchers fabricated special thin
gold fractal percolation films in 1982.14 Initial room
temperature, low frequency conductivity measurements
suggested that electron transport in this fractal percolation
system was considerably different from that predicted by

15 We have extended these

scaling percolation theories.
measurements to higher freguencies (1 GHz) and down to 4.2 K
in order to more clearly determine the dynamical properties

of these films.

3.2.3 The high T, compound Laj ggSrg 15Cu0,

With the discovery of high temperature
superconductivity in the alloyed lanthunum-copper-oxides
Laz_XMXCuO4 (M = Ba, Ca, 5r) by Bednocrz and Miiller,l6 a
mammoth regearch effort began throughout the world to
understand the physics of this new class of materials, When
this research project began, very little was known about the
electronic properties of lanthanum-copper-oxides. Hence, we
initiated a careful study of the transport properties of
Laq ggSrg, 15Cudy to more fully characterize this material's

normal and supercenducting state properties.
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Chapter 4: Static and dynamic properties of the

charge density wave conductor NbSej

In this chapter the resulits from measurements of the
sliding and pinned transport properties of NbSe; shall be
presented. These experimental results are presented and
their implications discussed in three secticons: magnetic
field effects (4.1), temperature gradilient effects in
non-switching crystals (4.2), and charge density wave (CDW)

switching behavior in a temperature gradient (4.3).

4.1 Magnetic field effects in NbSej

A growing number of synthetic inorganic
gquasi-~cne—-dimensional metals have Dbeen observed to be
unstable towards 2kg Peierls distortions, resulting in a CDW
ground state. Of particular interest in these systems is the
dynamic nature of the CDW condensate itself, and a great deal
of experimental and theoretical effort has been devoted to
the understanding of the resulting collective-mode
transport.1 A simple Peierls distortion of the crystal
lattice 1s associated (in a 1-D system) with a complete
destruction of the Fermi surface (FS), through formation of a
temperature dependent gap in the (single particle) excitation
spectrum. Indeed, virtually all low-dimensicnal conductors
which are known to display "sliding™ CDW conducticn undergo

metal-insulator transitions. Below the transition
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temperature Tp, a semiconducting state 1s realized, with T =
0 gaps on the order of 24, = 1000 K.

A notable exception to this behavior is NbSes;, which
undergoes two CDW transitions (Tpy = 144 K, Tpp, = 59 K),
neither of which completely destroys the entire ¥S: NbSes
remains metallic (or semimetallic) at all temperatures.2'3
Interestingly, NbSe; was the first material to display CDW
conduction, and has been the most widely studied in terms of
CDW dynamics. In general, the observed CDW behavior in NbSej
is gqualitatively similar to that observed in true CDW
semiconductors (e.g. TaSg, (TaSeyz) oI, Ky 3MoO3), and hence in
NpbSe5 the "normal" carriers {resulting from the remaining
portions of the FS below Tp) are often assumed to represent a
non—-interacting parallel conduction mechanism.

Recently, Coleman et al. reported unusual
magnetoresistance effects in the lower CDW state (T < 59 K)
of NbSej when a magnetic field was applied perpendicularly to

the crystal chain (b) axis.?

Their temperature-dependent
magnetoresistance data are depicted in Fig. 4-1. The
presence of the magnetic field appears to greatly enhance the
resistance anomaly present below T., = 53 K. At the
relatively high temperature of 25 K, a relative increase in
the resistivity, pH) ~ p(0)]/p(0), on the order of 5 was
observed at H = 227 kG. A magnetoresistance of this

magnitude and at these relatively high temperatures cannot be

attributed to conventional magnetoresistance mechanisms.
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The reslistance of NbSe3 as a function of

temperature measured at H = 0 {open circles)
and BE = 227 kG (solid circles). The resistance
ancmaly below T.p = 59 K is clearly enhanced

(from Ref. 4).
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Coleman et al. also observed a reduction in the CDW
depinning threshold field E¢ when it was measured in the
presence of a perpendicularly applied magnetic field. They
concluded that the large enhancement of the resistance
ancmaly was not caused by the dynamics of the CDW, but rather
by the effect of the magnetic field on either the number or
the mobility of the normal electrons. They further
gpeculated that such a strong coupling between carriers and
the applied H field implies a spin density wave (SDW)
component to the density wave ground state.

Subsequent work by Balseiro and Falicov® has
demonstrated that strong magnetic fields may lead to a
destruction of eleciron hole pockets in imperfectly nested
anisotropic conductors, leading to an H-enhanced gap at the
Fermi level for & system with an intrinsically stable density
wave ground state (either CDW or SDW). The mechanism of
Balgierc and Falicov {which incliudes the effects of band
broadening and tunneling between bands) would imply that, in
NbSes, the H field induces a direct cenversion of normal
carriers to CDW (condensed) carriers, thus effectively
modifying the CDW order parameter A, and enhancing the one
dimensional character of this material.

In this section we present the results from three
different sets of experiments which were performed in order
t0o better characterize these magnetic field effects, and in

so doing, determine their underlying causes. The results of
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narrow band noise and resistivity measurements are presented
in Sec. 4.1.1,7 magnetothermopower results are presented in
Sec. 4.1.2,8 and magnetodynamical ac conductivity
measurements are presented in Sec. 4.1.3.2 These data are
all consistent with the conjecture that direct
magnetic~field~induced normal to CDW carrier conversion is
responsible for the anomalous magnetoresistance exhibited by

NbSe3 .

4.1.1 Magnetic field induced carrier conversion in
NbSeq

We have performed careful noise and resistivity
measurements on NbSez in H fields up to 75 kG, in an attempt
to observe directly a possible H-induced increase in CDW
carrier concentration nc.7 We find H—indﬁced changes in the
narrow band nocise spectrum which indicate c¢learly that Ne
increases with increasing H, the effect becoming greater at
lower temperatures where the magnetoresistance increases.
The cbserved changes in n, correlate well to the percentage
of FS destroyed by the magnetic field, as determined by the
ohmic and nonlinear dc conductivity.

in these experiments, single crystals of NbSes, with
typical cross~secticnal areas of A = 2.2x1077 cm? and lengths
of L = (.5 mm, were mounted in a two probe configuration with

the chain (b) axis of the crystal perpendicular to the H

field. A dc current was applied through the sample, and the



voltage across the sample was amplified and detected with
either a dc voltmeter or high freqgquency spectrum analyzer.
For applied electric fields E exceeding the threshold Eq for
rhe onset of CDW conduction, and with H = 0, a clear narrow
band noise spectrum was observed, with a dominant fundamental
and numerocus higher harmonics. Application of H fields up to
75 kG were found to have no marked effect on the amplitude or
guality of the narrow band noise spectrum, but for fixzed dc
bias, the fundamental noise frequency f was highly H-field
dependent .

In & simple modal,lef11 the narrow band noise frequency

is related to the excess CDW current I-py through

ICDW =ne vdA =ne A, (4.1)

where Ippy = I - V/R, with I the total sample current, V the
time averaged sample voltage, and R, the low field (ohmic)
sample resistance. vq 1is the CDW drift velocity, A the
sample cross sectional area, and A is a constant length which
reflects the periodicity of the CDW pinning potential;
previous H = 0 NBN measurements indicate that A i1s the CDW
wavelength.l Egn. 4.1 indicates that for fixed n,, Igpy is
directly proportional to £, and the ratio Iqopyp/f directly
reflects ns.

Fig. 4-2 shows Igopy vs. £ for NbSeg at T = 37.4 X, for

H = 0 and for an applied field H = 75 kG. Fer H = 0, the
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Figure 4-2 Icpw VS. narrow band noise frequency in NbSeiq

with and without an applied magnetic field.
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linear relationship is in accord with Eqn. 4.1 and consistent
with previous narrow band noise studies in NbSe3.11_z3 With
H = 75 kG, a linear dependence of f upon Ipspy 1is again
observed, but with a different slope. Fig. 4-2 demonstrates
clearly that the ratio I,py/f increases in the presence of
an applied magnetic field. With e, A, and A independent of H
in Egn. 4.1, Fig. 4-2 demonstrates that the effect of a
magnetic field in NbSe; is to directly enhance the CDW
carrier concentration., At 37 K, the effect ¢of an H = 75 kG
field is to increase the CDW carrier concentration by
approximately 30%, a fairly dramatic change. As will be
shown below, the H-field induced carrier conversion (normal
to CDW electrons) appears to account entirely for the
spectacular {low electric field) magnetoresistance in NbSes,
and hence the present experiments rule out
normal-carrier-mobility effects as being the source of the
magnetoresistance.

Data such as that shown in Fig. 4-2 were taken at
various values of magnetic field strength and temperature in
the lower CDW state. Fig. 4-3 shows the slope I py/f vs. H
for T fixed at 37.4 K. Up to H = 75 kG, a virtually linear
dependence of Ippy/f (and hence n.) on H is obtained, with
dlIppy/E1/dH = 1.8 x 1073 pa/MHz kG. With A = 14 A, this
corresponds to an H-field induced carrier conversion rate
dn, (H) /dH = 3.6x10%8 carriers/kG cm3.

Fig. 4-4 shows the relative increase in CDW carrier
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magnetic field results in an increase in the
CDW carrier concentration. Up teo H = 75 kG,

the carrier conversion rate is linear in H.
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concentration, induced by an H = 75 kG field, as a function
of temperature in the lower CDW state. Near the CDW
transition temperature Tp = 59 K, no increase in n, is

observed, while n,(H=75kG)/n,(E=0) increases dramatically
with decreasing temperature. Fig. 4-4 effectively defines
the new CDW order parameter A(H,T). Previous studies+4r13
have demonstrated that the temperature dependence of A(H=0,T)
is borne out directly in measurements of ICDW/f = n.. In the
mean field approximation, the CDW carrier concentration is

related to the order parameter byl4

nC(T)

— = A{(T), 4,2
n_(1=0) (T) (4.2)

valid for T close to Tp (note that this result supersedes
earlier derivations which erroneously suggested that n, = A?
near Tp.:l5 Lee and  Rice discuss the reasons for the
discrepancy in Ref. 14)., For T << Tp, A(T) may again be
related to nC(T),14 and, as in superconductors, at T=0,
nC(T) equals unity; i.e., all carriers are condensed in the
CDW state, I1f the system displays perfect Fermi surface
nesting.

The magnetic-field enhancement of n, (and hence the
enhancement of the CDW order parameter) shown in Fig. 4-4 for

the narrow band noise study, may be compared to the

percentage of FS removed by the CDW transition and the
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applied H-~field. In addition to measurements of the narrow
band noise just described, we have performed pulsed low and
high electric field I-V studies on NbSejz in the presence and
absence of magnetic fields. Consistent with the resulis of
Coleman et al.,4 we find that although the low field ({(Ohmic)
resistance R, of the crystal is strongly influenced by H, the
high electric field (saturated) resistance Rgat is
independent of H. The fraction of FS removed by the CDW

transition and H field may be expressed asl®

G _(H,T)

o(H,T) = s {4.3)
o (H,T) + ¢ (H,T)
(o] C

with
o (H,T) = ! {(4.4)
o' R _(H,T) ' '
o
g (H,T) = 1 G (H,T) {(4.5)
c R___(H,T) o TN '
sat
With H = 0, approximately 60% of the remaining FS is

destroyed by CDW formation at Tp = 59 K;*9 with H = 75 kG
this percentage is sigrificantly greater, and temperature
dependent. The circles in Fig. 4-4 represent the fractional
increase in O due to application of a 75 kG magnetic field.
The ratio O(H = 75 kG,T)/0(H = 0,T) is seen to be in good
agreement with carrier concentration increases deduced £from

the narrow band noise studies. It shcould, however, be noted
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that Egqn. 4.3 represents only a crude approximation to the
fraction of FS5 removed; a more guantitative evaluation of o
would require detailed information concerning the band
structure of NbSe; above and below the 5% K Peierls
transition.

In summary, narrow band noise measurements indicate
that the anomalous magnetoresistance effects exhibited by
NbSe3 are well accounted for by a straightforward enhancement
of the CDW order parameter A(H,T) induced by the applied
magnetic field. This finding 4is consistent with the
theoretical predictions of PFalicov and Balsiero,6 and
indicates that the anomalous magnetoresistance can be
accounted for without reguiring that there be a spin density
wave compeonent to the CDW in NbSesj. A more guantitative
comparison of our results for A(H,T) with this theory would
necessitate a detailed knowledge of the semimetallic bkand

structure of NbSe3.

4.1.2 Magnetothermopower of NbSeq

In this section magnetothermcpower (TEP) measurements
on the lower CDW state of NbSes; in magnetic fields up to 75
kG in strength are presented. At temperatures below the 59 K
CDW transition, application of a large magnetic field
transverse to the crystal chain axis causes the longitudinal
thermopower to become increasingly positive. At temperatures

below 20 K, the thermopower appears to saturate at high
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magnetic fields. These results indicate that the magnetic
field causes NbSeg to become more hole-like. That is, the
magnetic field removes normal electron-like states from the
Farmi surface, leaving the holes less compensated and
resulting in a positive increase in the thermopower. The
"disappearing" electrons condense into the ground state CDW
condensate where they give no contribution to the
thermopower. These results will be interpreted in terms of a
magnetic field induced one-dimensionalization of the
electronic band structure of KmSe3, and an associated
normal-to-~CDW carrier conversion.

The experimental thermopower measurements were
performed on single crystals of NbSes grown by the usual
vapor—transport method. The crystals were of reasonable
quality as determined from dc electric threshold field
measurements (Ep = 30 mV/cm at 48 K}. The thermopower was
measured using a slow ac heating method. 17 Single—-crystal
samples with gold leads attached to the ends with silver
paint were suspended ({in vacuum) Dbetween a pair of
crystalline guartz blocks. Both quartz blocks were wrapped
with independent manganin heater wires which could be used to
ranp a temperature gradient of wvarying magnitude and
direction across the sample. The temperature gradient was
monitored with a chromel-constantan reference thermocouple,
which was relatively insensitive to magnetic field.l® For

all the data presented in this communication, the magnetic
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field was directed perpendicularly to the chain {(b) axis of
the NbSe; crystals.

Figure 4-5 shows the thermopower of NbSes at
temperatures below 100 K, for selected values of applied
magnetic field up to 75 kG. For H = 0, these results are
consistent with those of previous studies. 920 apove Tap =
59 K, the TEP is independent of H. On the other hand, below
T.p, application of H results in a positive increase 1in the
TEP, with the effect becoming larger with decreasing
temperature. At T = 25 K, for example, a 75 kG H field
changes the TEP from zero to +60 UvV/K. Below 15 K, the TEP
in the high H~field limit appears to saturate at a maximum
value of roughly +80 uv/X,

Figure 4-6 shows the thermopower plotted as a function
of H in the temperature range 11 K to 56 K. Just below the
Peierls transition temperature Taor the magnetic field
affects the TEP by only a small amount (AS = 3 UvV/K at H = 75
kG). As the temperature is lowered, the H-induced change in
the thermopower becomes larger, and follows a roughly
quadratic dependence on H. The dashed lines in Fig. 4-6,
drawn for the 42 K, 33 K, and 29 K data, are guadratic fits
normalized to the high and low H field wvalues. The
dependence of the thermopower on H increases by roughly one
order of magnitude between 49 K and 29 K {dzsdeZ {49 K) =
7.1x10% puv/K kG2, d2s/dH? (29 K) = 6.9x1073 UV/K kGZ2) .

Below 30 K the thermopower appears to lose its quadratic
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dependence on H, becoming approximately linear in field
strength.

Finally, at temperatures below 20 K the TEP appears to
saturate at high H, to roughly +80 UV/K. The saturation
value is approached approximately as 1/H2. The general trend
we thus observe is that at low magnetic fields and high
temperatures the TEP 1is guadratic in H, while at high
magnetic fields and low temperatures the TEP saturates in an
inverse guadratic manner. At moderate temperatures and H
fields there is a crossover between these two behaviors;
this is well illustrated by the T = 24 K data of Fig. 4-6.

In analyzing these results we consider two possible
mechanisms for the magnetic field thermopower enhancement.
The strong magnetothermopower effect couid be due to novel
magnetic field interactions with the imperfectly nested
~remnants of the Fermi surface, or the effect could be a
result of more conventional magnetic field dinteractions with
the conduction electrons, as occurs in noble metals. Before
examining this gquestion in detail, a few comments on
thermopower in general are in order. The thermopower of a
conductor 1s due to two contributions. First is the
contribution of charge carriers (electrons, or electrons and
holes if we consider a two band system) as they diffuse
across the sample in response to the applied temperature
gradient. This porticn of the thermoelectric power is

expected to be roughly linear in temperature, and to have a

|
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sign that reflects the sign of the majority carrier.
Secondly, 1in tandem with carrier diffusion is the diffusion
of phonons acress the sample. At high temperatures such
phonons give no contribution to the thermopower, because they
canncot effectively couple tc the charge carriers. At low
temperatures, well below the Debye temperature, phonoeons can
effectively scatter off holes or electrons, thereby imparting
momentum to them; 1in essence the stream of phonons drag the
charge <carriers along, resgulting in a "phonon drag"”
contribution to the TEP. At moderate to low temperatures,
such phonon drag contributions can dominate the TEP.
Experimental and theoretical work has demonstrated that
both charge diffusicn and phonon drag components o¢f the TEP
can be affected by magnetic fields. In aluminum alloys, for
example, the drift contribution has been chserved to change
sign with increasing H and saturate at high H.21 Using a
simple model of electron diffusion magnetothermopower, Blatt
2t. al. suggest that the TEP always saturates at high H
fields, irrespective of the H-dependence o©f the

magnetoresistance.22

In noble metals, the phonon drag
contribution to the TEP can be substantially enhanced by the
application of an external magnetic field; 23 similar results
are obtained in aluminum and indium.2%

Although magnetothermopower effects such as those Jjust
described cannot be entirely ruled out for NbSe3, they do not

appear to form a significant contribution to the behavior

LG

o
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observed in Figs. 4-5 and 4-6. Even with H=0, NbSes3 shows no
substantial phonon drag behavior, and H-induced changes in
the TEP shown in Figs. 4-5 and 4-6 are much larger than those
normally associated with B field phonon drag enhancements.
In the diffusion magnetothermopower theory of Blatt et. al.,

the TEP can be expressed as??

n kBT Ap/p
AS = =——— | ™1 D {4.9)
3 lel | 1+Ap/p

where Ap/p 1is the magnetoresistance and D is a £fitting
parameter, From Egn. 4.6, AS(H) saturates at high H fields
for Ap/p>>1. This expression 1s in strong disagreement with
the TEP results for NbSej. For example, in Fig. 4-6 the low
temperature saturation of the TEP near H = 73 kG occurs for
Ap/p=~ 2.2, in contrast to the expected condition Ap/p>>1.,
Detailed fits of Egn. 4.6 to the data of Fig. 4-6 also
indicate D =~ 300 eV !l near 17 ¥, an unreasonably large

22 Hence, neither conventional pheonon drag or

value.
diffusion thermopower can account for the observed
magnetothermopower in NbSesg.

We now consider the special CDW properties of NbSej and
the asscociated TEP. The usual interpretation cof the H = (
TEP of NbSez 1s that the lower Peilerls transition at T,
takes place on predominantly electron-like portions of the

19

Fermi surface. As a result, the material becomes hole-like
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with decreasing T below T.,, resulting in an increasingly
positive TEP. From Fig. 4-5 it appears that the effect of a
magnetic field is te further enhance the process of electron
state destruction, resulting in a positive enhancement of the
{(normal carrier) TEP.

The electron-like carriers removed from the conduction
band probably condense into the CDW, thereby enhancing the
CDW carrier concentration and order parameter, as has been
suggested by other transport studies.4/7+8 The condensed CDW
carriers carry no entropy, and hence the CDW contributes
nothing to the TEP.25 Our magnetothermecpower data is thus at
least gualitatively consistent with the view that transverse
H fields in NbSej essentially improve the one-~dimensionality
of the system, and convert normal carriers left over from the
imperfectly nested Fermi surface and higher bands into
condensed carriers.

A more quantitative analysis of our data is complicated
by the nature of the thermcelectric effect. 1In a two band

model, the thermopower becomes a weighted average given by26

+
GeSe Ghsh

S = (4.7)
4
Ge Gh

where Oa (n) 15 the electron (hole) contribution to the dc
electrical cenductivity, and Se(h) is the electron ({(hole)

diffusion thermopower neglecting the other band in the

[
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material, In the semiclassical model, the diffusion

thermopower can be expressed in terms of the conductivity

asgl?

2
2
-7 kBT (G‘)
5 = ——— — (4.8)

3 lel G

where the derivative 1s made with respect to energy and is
evaluated at the Fermi energy Egp. The dc¢ electrical

conductivity may be expressed in terms of Fermi surface

parameters by28

L2 2NE 4.9
G—3eTFVF(F), (4.9}

where 1Tp is the relaxation time, Vi is the mean Fermi
velocity averaged over the Fermi surface, and N(Ep) is the
density of states at the Fermi energy. In combining Egns.
4.8 and 4.9 we see that the TEP depends on the density of
states, carrier velocity and relaxation time, as well as the
energy derivatives of these quantities, evaluated at Eg.
Together with Egn. 4.7, the two band TEP 1s a highly
convoluted function of six Fermi surface parameters and their
derivatives. Hence, ocbtalning semi-guantitative information

from our TEP data necessitates some approximations.
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0f specific interest 1is the H-dependent concentration
of normal electronic states in the lower CDW state of NbSes.
We may estimate this guantity by assuming that the dominant
effect of H is to change G,; Oy, Sy, and 5, are to first
order taken as independent of H. This 1leads to an

H-dependent (normal) electron concentration

n_(H) 5S¢0y - S S, = S{(H)
e [

— iz - - (4.10)
ne{O) S (H) Se Sh S{G)

Figure 4-7 shows, as a function of temperature, ne(H)/ne(O)
as determined from Egn. 4.10, using estimated values for Sy
and S, of 80 WV/K and -30 WV/K, respectively, and the
experimentally determined wvalues of S({H). Figure 4-7
indicates that the effect of an H field in the lower CDW
state of NbSey is to reduce the free electron carrier
concentration n,. We emphasize, however, that the results in
Fig. 4-7 are only qualitatively correct owing to the limited
validity of Egn. 4.10. An obviocus difficulty with the data
in Fig. 4-7 is that it indicates that at H = 75 kG and below
T = 20 K, wvirtually all free electron states have been
eliminated. This would appear inconsistent with the nearly
linear increase in CDW carrier concentration with H up to H =
75 kG as indicated by the narrow band nolse measurements
presented in Fig. 4-3. This effect appears related to the

saturation in the magnetothermopower at low T and large H,
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despite the nearly quadratic increase in magnetoresistance.
In summary, the strong H-dependence of the TEP of NbSejy

in the lower CDW state is suggestive of an H-induced

destruction of electron states at the Fermi level, resulting

in a more hole-like and more electrically insulating state.

4.1.3 Charge density wave magnetodynamics in NbSeq

The results presented in the previous two sections are
consistent with a magnetlc field induced one
dimensionalization of the band structure in NbSeg at
temperatures below T.,. Those measurements were concerned
only with the effects of an external magnetic field on the
CDW concentration and did not determine the effects the field
had on the dynamics of the sliding CDW. Research by Coleman
et al.? indicate that an externally applied magnetic field
reduces the electric depinning field Egp. Hence, 1t seems
that the CDW dynamics are also strongly effected by the
presence of an external magnetic field.

In this section the magnetodynamicg of NbSes are
examined. In particular, we present measurements of the
complex ac conductivity o{®) of NbSe; in the lower CDW state,
in the fregquency range 4 MHz to 1 GHz, and for applied H
fields in the range 0 - 75 kG.% The data indicate that, in
the presence of magnetic fileld, C(®) remains overdamped, and
the conductivity lost at 1low frequency due to the

magnetoresistance 1is fully recovered in the high freguency
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limit. At both low and high frequencies, the dielectric

response is consistent with an H-induced conversion of normal

to CDW carriers. The characteristic ac "crossover freguency"”
0., increases with increasing H, whereas the d¢ threshold
field Ep decreases with increasing H; this suggests a

possible breakdown in the conventional impurity pinning
mechanism which dictates the dc and ac responses.

These experiments were performed on single crystals of
NbSey grown by conventional vapor-transport methods, with
typical minimum threshold fields E; = 3C mV/cm at 48 K. The
crystals were mounted in a 2-probe configuration with silver
paint contacts, and formed the termination of a micro—coaxial
cable. O©(®) was measured parallel to the chain (b) axis, and
H was applied perpendicular to b. Both the zreal and
imaginary parts of ¢(®), Rec{(®) and ImCc{(®), were determined
by a computer-controlled network analyzer (HP 87454A), using
an ac sinusoidal excitation amplitude more than two orders of
ragnitude smaller than Eq. Our experimental set-up allowed
simultaneous measurement of the electric field dependent dc
conductivity 040 (E), and observation of the narrow band noise
spectrum for E > Eqp.

Figure 4-8 shows G(®w) for NbSey at 25 K, both with and
without an applied H-field. From the general behavior of
c{w), 1t is apparent that the CDW continues to behave
overdamped in the presence of H. Important features of the

data are found at the frequency extremes. In the low
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frequency limit there is a large H-induced reduction in Red,
consistent with the sample's ohmic dc¢ magnetoresistance. In
the high frequency limit, ReC becomes H-independent, and both
ReG{®,H = 0) and ReC{w,H = 75 kG) appear to appreoach the same
saturation value [strictly speaking, the ac¢ conductiviiy does
not saturate at high frequencies (1-10 GHz), but instead
reaches a broad maximum corresponding to Gdc(E —» oo}, At
still higher fregquencies (30-100 GHz), inertial effects liead
tc a decrease in ReG (@) with increasing m}.29 Simultaneocus
(pulsed) measurements of O4.(E) confirmed that this
saturation value corresponds to Oy4,{(E = =}, independent of

H. The cressover frequency, © may be defined as that

co’
frequency for which Re 6(®) has attained one-half its maximum

value. ©® is identified for the two data sets in Fig. 4-8.

Co

At 25 K, Wgg(H = 0)/2% = 350 MHz, while O, (H = 75 kG)/2m =

co
480 MHz, an increase over the H = (0 value of approximately
37%. Fig. 4-8 shows that ImG{®) is also affected by the
application of a magnetic field. At low freguencies no
H-induced change was detected (within our experimental
resolution of Imo(®)/® = * 1pF) in ImG, while at high
'frequencies ImGc{®w, H = 75 kG) clearly exceeds Imo(®, H = 0).
At ®/27w = 300 MHz, for example, application of the H = 75 kG
field increases ImG by a factor of 1.7. In addition, the
peak in Im¢G, which corresponds roughly to the crossover

freguency in ReO, increases with increasing H.

Experimental data, such as that presented in Fig. 4-8,
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were obtained for the same NbSeq crystal at other
temperatures in the lower CDW state. The same basic features
described above were observed. Fig. 4-9 shows the
characteristic crossover frequency extracted from such data,

as a function of temperature. It is apparent that @ H= 75

CO(

kG) always exceeds ©® = 0), with the relative increase

co

becoming larger at lower temperature where the ohmic

magnetoresistance increases. Just below the transition
temperature Tp = 59 K, no appreciable difference was found in
Wy For H= 0 and H = 75 kG.

The main features of our experimental results appear
consistent with an H~field induced conversion of normal to
CDW carriers. At low frequencies, only the normal carriers
contribute to ReO, and, as observed in Fig. 4-8, ReO is
significantly reduced by application of H. At high
frequencies, ReCG has significant contributions from both CDW
and normal carriers. Previous microwave and radic frequency
studiest®r30 have shown that in NbSes the high frequency
conductivity attains a saturation maximum which corresponds
to the {(normal) conductivity expected in the absence of CDW
formation. This indicates that, with H = 0, the CDW carriers
have the same high fregquency ac response as do the normal
carriers, and the high frequency conductivity thus depends

only on the total carrier concentration n = n, + n with ng

Cn’

the normal carrier concentration and n the CDW carrier

C

concentration. In Fig. 4-8, the high frequency conductivity
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Reg (W) is again cbserved to be equal to that expected in the
absence of CDW formation [determined equivalently by
extrapolating the ohmic temperature dependent resistance from
high temperature to low, or by direct measurement of the dc
conductivity OCg (B — )], indicating a conserved total
carrier concentration in the presence of H, and an
insensitivity to H of the high frequency behavior of normal
and CDW conduction states. For example, 1f the ohmic dc
magnetoresistance were strictly due to a normal carrier
mobility effect (assumed frequency independent), then ReC(®,H
= 0) and ReG{(®W,H = 75 kG) in Fig. 4-8 would differ only by a
fregquency independent constant, in sharp contrast to the
experimentally observed convergence in the data at high
frequencies.

A shift in carriers between normal and CDW states can
also be inferred from ImG(®) in Fig. 4-8. Normal electrons
do not contribute to ImG in the frequency range being
considered here (well below the metallic plasma frequency),
and hence Img is dominated by the contribution from CDW
carriers. As seen in Fig. 4-8, ImO increases with increasing
H, in particular near the ac crossover freguency. As
discussed below, the leow freguency behavior of Img 1s also
consistent with CDW carrier enhancement.

The increase in M., with increasing H, as shown in Fig.
4-9, is in striking contrast to the observed decrease in Eg.

We have carefully measured Ep(H), for the same NbSejz crystal
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as was used for the data of Figs. 4-8 and 4-9, by applying a
pulsed dc conductivity technique, and by observation of the
onset of narrow band noise for applied steady state dc
fields. For any gaiven H-fileld, the two methods vyielded
identical values of Eq. The open circles in Fig. 4-10 show
the ratioc Eq(H)/Eq(H = 0) for NbSez at selected H-field
values and temperatures. For a given field H, the relative
reduction in Eg; becomes greater at lower temperatures,

4 Figure 4-10 also

consistent with previous studies,.
contrasts the Eq (H) behavior to that of W (HY; the two
parameters have dramatically opposite H-field dependences.

A number of models of CDW transport have been advanced,
including rigid particle «classical motion,lo guantum
tunneling,3l and deformable medium theories based on the

32

Fukuyama-Lee-Rice Hamiltonian. In a very simple classical

. description set forth by Griner, Zawadowski, and Chaikin,lO
the CDW is treated as a charged rigid object in a periodic
pinning potential. Although this model has some severe
deficiencies, it allows us to readily identify important

H-dependent CDW parameters. In the model, the limiting dc

conductivity of the CDW condensate 1s given by Cdc,cow (B —

60} = nceztc/m*, while the ac conductivity is
2
R w o TC = 4.12
eOCDW( ) o= " 5 ' (4.12)
m 1+ (@ 1T /0)
ocC
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where T, is the CDW characteristic scattering time, m* is the

effective mass of electrons condensed in the CDW state, and

®, is the CDW pinning frequency. moztc is identified with
the ac crossover £requency. We assume the total sample
conductivity to be given by Oiot = Ocpw * Cnormals where

COnormal represents the contribution of the normal carriers.
Allowing for normal to condensed carrier conversion, the
independence of Oy on H in the high frequency or high

electric field limit implies

o+ = = ¢constant , (4.14)

where constant here means an H-independent quantity. With T,
n, and m independent of H, we find 1T,/m* = constant,
independent of H.

In the low freguency limit, Egn. 4.13 yields a

dielectric constant
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Experimentally, we find no H~field effect on the very low

' . *
frequency dielectric constant, hence m02H1 o< I or,

CI

equivalently, m*/’cc o nc/mo2tc. With constant m*/ic, and
the experimentally determined ratio mOZTC(H = 75 kG)/moth(H

= Q) = 1,2 (measured at T = 30 K), we find n.{(H = 75 kG)/nC(H

C

i

0y = 1.2 at T = 3¢ K. This H-~I1nduced increase in CDW
carrier concentration is in good agreement with that
determined from the narrow-band noise studies presented in
Sec. 4.1.1, where n (H = 75 kG)/nc(H = Q) = 1.3 at T = 37.4
K.

Unfortunately, the above analysis does not allow for
independent determination of Hﬁ(H), To(H), and ®4(H). In
Bardeen's tunneling thecry,3l the dc¢ and ac conductivities
scale over a wide range of electric field and frequency, such
that © = Zﬁe*LE/h, with e*/e = m/m* and L a CDW correlation
length. Although the ac and dc conductivities for the NbSegq
sample used for Fig. 4-8 did not show excellent scaling
between Oy, (E) and ReO () at all temperatures investigated in
the lower CDW state (although prorer scaling was cbserved at
selected temperatures), a rough correspondence between E and
0 could always be established by matching ReCG (W) at the

crossover freguency to Og(E — ) /2, both with and without
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applied magnetic field. At T = 30 K, ®/E was found to
correspond to 3 MHz/mVv (H = 0), and ®/E = 3.1 MHz/mvV (H =
75kG) . Assuming L to be H-independent, this leads to m*(H =
75 kG)/m*{H = 0) = (.97, This implies that H does not
appreciably c¢hange m* (or T.), and hence the H-induced

OZTC is primarily due to an effective

increase in ®,, = ©®
increase in ®,r the CDW pinning fregquency.

The increase in ®, with increasing H is 1in sharp
contrast to the observed decrease in E, with increasing H.
Rigid particle, tunneling, and elastic medium models based on
impurity pinning all predict that the ac and dc behaviors go
nand in hand. In the rigid particle model, for example, the

threshold field Eg and the characteristic CDW pinnring

frequency @, are related by

E = — a)2 4.16)
T Ge Po 7 (4.
where ( = 2n/lpin is the wave wvector corresponding to the

periodicity of the CDW pinning potential. Egn. 4,16 would
predict that increases in impurity concentration generated by
chemical doping or sample irradiation should increase both O,
and Eq, and indeed this is cbserved experimentally in NbSes
and TaS3.33'34 In the context of impurity pinning (which
clearly dominates at H = (), our results would suggest that
application of B effectively reduces "dc impurity pinning”

but enhances "“ac impurity pinning”. The analysis presented
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in this section indicates that within the confines of simple
impurity pinning models, the increase in ., follows directly
from the magnetic field induced increase in n,, while the
decrease in Eq cannot be accounted for by any of the models
which describe CDW dynamics; in fact, these models would
predict that Eq should increase when n, increases. We
therefore conclude that important H-sensitive interactions,
previously ignored by CDW theories, come into play when an
H-field is present in NbSes. Such an effect could have its
origin in interactions between CDW carriers and normal
electrons, or unusual CDW-phonon scattering at intermediate
frequencies. Indeed, recent work on NbSes, TaS3, and
Kg . 3MoO3 have shown important couplings between the limiting
CDW and normal carrier conductivities.3® Whether these
effects are related to the H-field phenomena reported here
remains to be seen.

Finally, we remark that the only theory which discusses
the anomalous magnetoresistance effects in NbSe3, that of
Balsierc and E”alicov,6 does not address the dynamics of the
CDW condensate, An extension of this thecory, which
incorporates condensate magnetodynamics, may help clarify the
role of impurity pinning in the presence of applied magnetic

fields.

4.1.4 Conclusions

The three sets of measurements presented in fthis
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section clearly indicate that normal-to-CDW carrier
conversion occurs when NbSej crystals are subjected to an
external magnetic field applied perpendicularly to the CDW
chain axis. This static effect can be gqualitatively
accounted for by the theory of magnetic field enhanced
one~dimensionalization as first proposed by Balseiro and
Falicov.®

The data presented in Sec. 4.1.3 concerning CDW
dynamics indicate that an external magnetic field affects the
sliding CDW in ways which cannot be accounted for by assuming

only that n. is an increasing function of H. Hence, it

ol
appears that the conventional impurity pinning mechanisms
respongible for CDW dynamics are also altered by an

externally applied magnetic field.



4.2 Temperature gradient effects in NbSegj

In this section we explore the temperature gradient
effects on narrow band noise and related phenomena in NbSes.
The soc-called narrow bpand noise (NBN) exhibited by CDW
materials is a periodic voltage oscillation which accompanies
the dc motion of a sliding CDW. A large amount of research
performed on many different CDW materials indicates that the
fundamental NBN frequency fypy is directly related to the CDW

drift velocity v, and the current density Jepy by11"13'36“38

JCDW =nev_ =ne )“pian;sN , (4.17)

where n. is the CDW carrier concentration, and A is the

C pin
characteristic length of the CDW pinning potential. In the
past, considerable controversy has existed as to whether this
NEN is a bulk3°"4l or a contact??r%3 effect. Recent
experiments, though, have definitively demonstrated that the
narrow band noise is generated in the bulk.447%% 1t is now
believed that these periodic noise oscillations stem from the
interactions between a phase velocity coherent CDW domain,
moving at a dc velocity v,., and randomly distributed impurity

39-41

pinning centers. A guantum scattering theocry which

considers this interaction suggests that the resulting
pinning potential is roughly approximated by a sinusoid with

46

a wavelength Apin = Aepw- Although early NBN studies

suggested that lpin = lCDW/2,47 rewanalysis48 and experiments
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on more highly coherent samples37'38'49 indicate that lpin =
kCDW' in good agreement with Titto and Zawadowski's impurity

interaction theory.46

Because the NBN is produced via a bulk
process, the NBN spectrum produced by a crystal directly
reflects the relative phase velocity coherence of the sliding
CDW within the material.

An interesting experimental technique for the study of
noise phencmena in NbSes has been the external application of
temperature gradients. This technique exploits the
temperature dependences of the local parameters —-- the CDW
energy gap A, the CDW depinning field Egq, and the low-fileld
resistivity -- which characterize the CDW phase velocity and
hence the NBN frequency. Original studies of the NBN
spectrum in relatively short NbSe; samples in a temperature
gradient demonstrated that the quality and amplitude of the
noise are not degraded by the gradient, but rather reflect
the average temperature of the specimen.53 Subsequent
experiments on longer samples indicate that the application
of a temperature gradient can result in single42'51- or
multiple splitting852'53 of the NBN fundamental. Although at
first the single-~splitting resulits were thought to be
evidence for contact-induced ¥NBN production,42'5]- the
observation of multipally—split NBN spectra clearly rule this
out, and suggest that the NBEN 1s instead a Dbulk
52,53

phenomenon.

In the two subsections to follow we further examine



@40

both experimental and theoretical aspects of the temperature
gradient effects on the NBN produced by NbSes crystals. In
Sec. 4.2.1 we examine the temperature gradient effects on
mode locking in this material,54 while in Sec. 4.2.2 a simpie
phase slip model of temperature gradient NBN effects in CDW

conductors is presented.55

4.2.1 Shapiro step spectrum and phase-velocity
coherence in NbSes in a uniform temperature gradient
When a CDW crystal in placed in the presence of
combined dc and ac electric driving fields (or currents),
interference occurs between intrinsic oscillations of the
crystal and the applied ac field,11 leading to "Shapiro"
steps in the dc current voltage (I-V) characteristics of the

specimen.56

The Shapiro step phenomenon in NbSez has both a
rich_harmonic56 and subharmonic57'58 structure, and both
incomplete and complete mode-locking have been observed®?,

In this section the effects of an applied temperature
gradient upon mode locking in NbSe; crystals is examined.?4
We find that under uniform temperature gradient conditions,
sharp Shapiro step interference still occurs, although there
results a well-defined break-up of the isothermal Shapiro
step spectrum. Analysis of the Shapiro step structure allows
us to identify, for a given set of electric field and

temperature gradient parameters, the volume fraction of the

sample synchronized to, and hence oscillating at, the
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frequency of the applied ac field. We also find that, while
an increasing temperature gradient tends to split a sample
into separate domains, an increasing rf signal tends to bring
together domains which were initially split by a gradient.
By varying the rf signal amplitude and temperature gradient
strengths, we determine critical values for the temperature
gradient and ac amplitude at which the sample breaks from a
single, macroscopically phase coherent domain, to two
distinct domains, each comprising approximately one-half the
ganmple volume,

Qur experimental set-up employed single crystals of
NbSeq suspended (in vacuum) between two large copper mounting
posts anchored to peltier heater chips. Electrical contact
to the sample was made by conductive silver paint. Our
two-probe mounting configuration allowed the temperature of
the sample ends to be independently varied, and thermometry
was accomplished through a dicde sensor and several miniature
differential thermoccuples. Shapiro steps were induced by
driving the sample with a dc current and a superimposed radio
frequency (rf) current. An additional low-frequency (280 Hz)
low—amplitude current modulation provided a suitable signal
for lock-in detection of the (dc) differential resistance
av/drI.

Figure 4-11 shows a series of dV/dI traces for a NbSej
sample of length 1 = 0.5 mm, with successively increasing

temperature gradients. Here the temperature of the cold end
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of the sample, T

or was fixed at 47 K, while the temperature

of the "hot" end, T1, was varied between 47 K and 52.2 K. We

define AT = T, - T The top trace in Fig. 4-11 corresponds

o"
to isothermal conditions, and a rich Shapiro step spectrum,

37,58 {5 observed. We note

consistent with previous studies,
that in this high—gquality sample the fundamental (nn = 1)
interference peak (at 20 WA biasg) displays complete mode
locking, as do several subharmonic interference peaks (n is
the step index, to be discussed below). With increasing AT,
the Shapiro step spectrum is observed to remain well-defined
(i.e. no smearing), but a general break-up or splitting of
poth harmonic and subharmonic interference peaks occurs. The
bottom trace of Fig. 4-11, for example, is best described as
a superposition of two distinct Shapiro step spectra,
although neither of the two "subspectra”" displays complete
mode locking (see Dbelow). By direct spectrum analyzerxr
detection of the narrow-band noise spectrum (no xf current),
it was confirmed that the break-up of the Shapiro step
spectrum is associated with a corresponding splitting of the
narrow—band noise spectrum. No minimum AT was observed for
the onset of splitting of the noise spectrum.

In the presence of a temperature gradient, the break-up
of the Shapirc step spectrum can be reversed by increasing
substantially the rf current amplitude. This is shown in
Fig. 4-12, which displays several dvV/dI traces for the same

NbSes crystal with & constant AT = 1 K. V.g is  the rf
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voltage amplitude across the sample measured at zerc dc bias.
At low rf amplitude, a dual or split Shapiroc step spectrum is
chserved. With increasing rf field amplitude the Shapiro
step magnitude increases (see Ref. 56), and a smooth merging
of the main interference peaks occurs. The merging is,
however, a sensitive functicon of the order of the harmonic
or subharmonic interference peak. For example, in the bottom
trace of Fig. 4-12, the n = 1 interference peaks (at 20 ua
bias) have almost fully coalesced, as have the n = 1/2 {(at 10
UA bias) subharmonic peaks, whereas higher order subharmonic
and harmonic peaks {(e.g. n = 3/2 at 25 WA bias; n = 2 at 35
MA bias) remain distinct. These higher order peaks can,
however, be forced to merge by further increasing the rf

drive amplitude.

We now analyze these results. in Shapiro step
experiments, interference occurs whenever Wy = N g, where
56-58

the step index n = p/gq with p and g integers. TWo
parameters are of particular importance in the discussion of
Shapiro step interference. The first 1s the actual height h
of the interference peak recorded on a 4dv/dI plot, measured
from the effective baseline, or saturated dv/dI valuve. h
determines what portion (volume £fracticn) of the CDW is
locked to the external rf drive. If dv/dI on the
interference steps attains the cohmic differential resistance

value R,, then h = h, . . and locking is complete; the entire

CDW condensate assumes a unique and fixed phase velocity, and
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only normal ({(uncondensed) electrons contribute to the
differential resistance. It has been demonstrated that in
the complete mode-locked state, all internal phase velocity
fluctuations {sources of broad-band noise) are absent.®? 1In

incomplete locking, h < h and only a portion of the CDW

max/’
condensate 1s synchronized or mode locked to the external rf
drive. The relative Shapiro step height is an indirect
measure of the CDW volume locked to the external rf signal.
To see that this is the case, consider a simple
one-dimensional CDW crystal composed of N independent
serially arranged domains; each domain consists of a normal
regigtance Rp s reflecting the normal electrons in the domain,
in parallel with a CDW differential resistance Rppy.  When a
domain is locked to an external rf signal, Rppy = o, while

Repw = Re for a conduction saturated domaln when it is not

locked to that signal. If j of the N domains are locked,

L2
1R,
h = e—— (4.18)
R + R
c n
Hence, h/hy,, = 3/N, and the relative Shapirc step height

indirectly measures the volume fraction of CDW locked to the
rf signal,. In the data presented in Figs. 4-11 and 4-12,
slight increases in the dc¢ bias field result in an increase

in Iopy due to these unlocked regions.
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The second parameter of interest is the actual Shapiroc
step magnitude &V, which would be directly observed on a dc
I-V plot as the increase in the sample veoltage due to a
Shapirc step. In a current driven differential resistance
experiment, OV is given by the integrated area of the
interference peak, OV = hAI, where AI is the current bias
range cover which locking persists.

We interpret the breakup of the Shapiro step spectrum
in Fig. 4-11 as reflecting a breakup of the sample into
macroscopic domains, each with a different intrinsic
frequency for a particular value of dc bias current. The
difference in intrinsic frequency arises mainly from the
strong temperature dependence of the ratio Ippy/®y, which
decreases sharply with increasing temperature above 45
K.13,50 As we discuss below, the temperature gradient
appears to break the sample into two distinct macroscopic
domains, which we identify as the "hot" and "cold" domains.
As dc bias current is swept through the sample with an
applied temperature gradient, one expects first locking with
the hot domain (with a higher intrinsic frequency for a given
Icpy)» and then locking with the cold domain. This effect is
clearly demonstrated in Fig. 4-11, where the gradient induces
new interference structure at lower bias currents. The
interference peaks identified with the cold domain alsc shift
to slightly lower bias currents with increasing temperature

gradient, due to an increase in the average temperature of



the cold domain. We focus for the moment on the detailed
structure of the dominant (n = 1) interference peak
assoclated with the AT = 2.8 K trace of Fig. 4-11. The

external rf frequency is fixed at ®©.,/2n = 10 MHz. As the
bias current approaches 16.9 MA, the intrinsic escillation
fregquency of the hot domain, ®;y, becomes sufficiently close
to g, such that mode locking takes place between this domain
and the external rf drive,. From h/hp.. = 0.33 in this
mode-locked regilon, we find that the hot domain comprises 33%
of the sample volume. As the dc¢ bias current I is increased
to 18.4 A, 04y remains locked to ®y,. At this current bias,
the dintrinsic frequency of the c¢eold domain, ®@;.,, is
sufficiently close to g, that the cold domain also beconmes
locked to ®g, . With both the hot and cold domains

mode-locked to Mgy, h = 1 and complete mode locking

max
results. At a bias current I = 19,4 ua, the hot domain
becomes unliocked from wex(it apparently no longer remains
energetically favorable for mg, to "pull" ®@;y so far from its
unperturbed value), and between 1.4 MA and 20.6 YA, only
the cold domain remains locked. In the later mode—locked

regicn, h/h determines the volume of the cold domain: 67%

max
of the sample volume. As an independent check, we note that
the wvolumes of the hot and cold domains sum to 100% of the
total sample volume.

The mode-locking process described above for AT = 2.8 K

is essgentially unaltered for different wvalues of the
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temperature gradient, except that the locking range of the
not domain moves successively to lower ({(higher} bilas currents
with increasing (decreasing) AT, and the locking ranges of
the hot and cold domains no longer overlap 1f AT exceeds
3.0K. However, the respective volumes of the hot and cold
domains remain at 33% and 67% of the sample volume,
independent of the magnitude of the temperature gradient (up
to 47/dL = 10.4 K/cm). While this slight asymmetry may be
simply due to enhanced domain boundary formation at a grain
boundary or other relatively weak defect within the crystal
structure, it may instead stem from the fundamental nature of
the temperature gradient domain splitting process.55 This
process favors having the boundary between the domains exist
closer to the hot end of the sample rather than equi~distant
between the two ends (see Sec. 4.2.2).

The Shapiro step magnitude associated with oscillations
in different domains is given from classical mixing theory
13

as

Qv
rf

&v = 20V (0 =0} 13| 7 © =0l (4.19)
ex T

where J, is the Bessel function of order n, Vg4{® = 0) is the
threshold voltage for the onset of CDW conduction with no rf,
Q is & scaling parameter, and o describes both the

completeness and range of mode lock of the interference
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phenomenon. Fig. 4-13a shows OV associated with the n = 1
interference peaks of Fig. 4-11, as a function of AT. The
step magnitudes have been decomposed into contributions from
the cold domain, hot domain, and mixed domailn {(appropriate
when the two domains are locked together). The break-up of
the sample into two distinct domains is demonstrated clearly
in Fig. 4-13a. Also shown in this figure is the sum Svtot of
all three contributions to &V. 1In the temperature range of
interest, the parameters Vu and £ are only weakly
temperature dependent, and hence Svtot reflects directly the
parameter . Svtot is seen to remain approximately constant
as AT is increased from zero to 5.2 K, and hence the data of
Fig. 4-13a consistently accounts for the entire CDW
condensate volume throughout the range of applied temperature
gradient,

The "merging" effect shown in Fig. 4-12 appears to be a
manifestation of rf-induced phase homogenization58'59 within
the sample volume, Increasing the rf amplitude greatly
increases the coupling between domains, making a temperature
gradient less effective in separating hot and cold domains in
the Shapiro step spectrum. The sensitivity of the Shapiro
step splitting on the harmonic ({(or subharmonic) order n
refiects the relatively weak coupling of the external rf to
the CDW condensate at high p and g values, consistent with
the limited range of mode lock (under isothermal conditions)

for the higher order interference,.57,58
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Figure 4-13h Phase portrait of critical temperature gradient
and rf field amplitude which divide the sample
between consisting of a single macroscopic

domain and two independently coherent domains.
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From Figs. 4-12 and 4-13a we may extract critical
values of AT and rf amplitude V,y at which the sample breaks
up from one coherent domain to two independently coherent
domains. For fixed V,.g, we define AT.,.;+ as the temperature
difference above which no common locking {complete mode lock)
can be achieved, while for fixed AT, V,.¢ crit 1is that value
of rf amplitude above which a common locking of the hot and
cold domains is obtained. The resulting phase diagram is
displayed in ¥ig. 4-13b. It is apparent that the dynamic
coherence length &D is a strong function of both AT and Vg,
For very short samples, we expect the phase plot of Fig.
4—-13b to be modified; in particular, a finite X-axis (AT)
intercept 1is expected when the intrinsic dynamic phase
coherence length greatly exceeds ithe sample length. This
effect would be consistent with temperature gradient
experiments on the behavior of the narrcow-band neise spectrum
for short samples.5of51

In summary, an applied temperature gradient acts to
split apart an isothermal Shapiro step into multiple steps.
Under a fixed thermal gradient, the isothermal Shapirc step
spectrum can be effectively recovered by increasing the
amplitude of the external rf signal. This suggests that
these two parameters (AT and V,.f} oppose each other in terms
of their relative effects upon a CDW domain's phase velocity
coherence. When the Shapiro step peaks are split, the data

clearly indicate that the sample breaks into separate
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domains, with each domain oscillating at a frequency
determined by its local conditions. Hence, these data
support the notion that the NBN oscillations arxe a bulk

phenomeanorn.

4.2.2 Model of temperature gradient effects in
charge density wave conductors

In this section a description of a simple conceptual
model which account for temperature gradient effects on the
moving chargemg;;gzggwwave in NbSes is presented.55 This
model, wvalid in the high field 1limit, gualitatively and
semi-qgquantitatively succeeds in explaining why a CDW sample
breaks up into multiple, serially arranged phase velocity
coherent domains due to the presence of an applied thermal
gradient.. The presentation of this model is organized in the
following manner: first, a description of the underlying
principles involved in temperature gradient domain splitting
is presented, followed by the derivation of the relevant
energy strain equations. The qualitative and guantitative
predictions of this theory are then compared tc experimental
observations and measurements.>?754

We first assume that a moving CDW must form phase
velocity coherent domains. This 1is clearly necessary due to
the elastic strain term (1V¢|2) in the C(DW phase

32

Hamiltonian, If the CDW velocity were positicn-dependent,

this elastic strain energy would increase in time, and
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eventually destroy a mov;i:ng CDW. Only by forming phase
velocity coherent domains can a CDW minimize this strain
energy and, in so doing, slide without destroying itself.
Hence, with no thermal gradient, the CDW velocity is the same
throughout a domain; when a longitudinal temperature
gradient is applied across the length of a sample, variations
in the local temperature-dependent parameters which determine
the CDW velocity (Eg, Pr Oppyr Der and Ay will cause elastic
strain to build up within a domain as the CDW adjusts itself
to keep the domain velocity constant, When this strain
energy exceeds a critical value, the domain will split,
forming two sub-domains, with the new domain velocities
matching the local conditions more closely and hence lowering
the total CDW strain energy. These two domains move at
different velocities and must be linked by a section of
collapsed CDW; we call this interface a phase sliip center.
The model that describes these temperature gradient
effects is based on the minimization of the total CDW strain
energy. The two energies invoelved are the elastic strain

enerqgy, U and the total phase slip center energies, U

s/ ps*

U. will be a decreasing function of the number of domains N,

5

while Ups will linearly increase with N. Hence, the number
of domains into which a sample will break is determined by

finding the minimum energy configuration (Up, = Ug + U

PS)'
Note that this model breaks deown when the individual domain

]

length Ly is less than the CDW phase coherence length ﬁFLR.BE



With Ly < gFLR' a phase velocity coherent domain would beconme
unstable,

We first consider the elastic strain energy term Ug;
this strain energy builds up within a CDW domain due to the
change in local parameters which determine the CDW velocity
brought on by the application of a thermal gradient. The
parameters which determine the CDW velocity include the
threshold electric field Enp, the low field resistivity Por
the CDW conductivity O, the local CDW energy gap A, and the
local CDW carrier concentration n,. These parameters are all
strongly temperature dependent, and by changing them, the
local CDW velocity will in turn be changed in the absence of
CDW elasticity. Since the CDW is a coupled wave it must move
at & constant veloclity. Any variation in veloclity along the
CDW would give rise to a huge increase 1in elastic strain
energy, destroying the moving CDW. Since this does not
happen, the CDW in a domaln must move at a constant velocity
chosen so as to minimize the domain strain energy.

The iocal strain energy density ug(x}) will depend upon
the difference between the domain velogity Vo and the local

velocity in the absence of coupling CDW elasticity Vo (x) ¢

us(x) = f{VO - Vc(x}} r {4.20)

where x 1s the position coordinate within the CDW. As a

first step towards obtaining an expression for ug (x) we

S(
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derive an expression for V.(x). We use a simple two fluid
model of CDW dynamics with the normal and CDW channels of
conduction acting in parallel. The voltage across a domain

ig gimply the voltage across the neormal channel,50

V=IR = (I ~-TI1)R , (4.21)
n o o] c o

where Rg, is the low field resistance, and I,, I,, and I. are
the total, normal, and CDW currents, respectively. The

electric field within a domain is given by

b= r (4.22)

where A is the sample cross-—sectional area. Based both on
experimental and theoretical grounds, the CDW velcocity is

related to the CDW current byl9-13,36-38

I =nev A . (4.23)
c c <

By substituting Egn. 4.23 inteo 4.22, we obtain the following

expressicn for the electric field:

I - n eV A
po( o] coC )

E = A . (4.24)
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To solve for the CDW wvelocity V., an additional
expression relating the electric field and the CDW wvelocity
is required. In NbSes the nonlinear CDW conductivity Ogpy is

well described by the empirical expression6o

o (E)ﬂGc 1

CDW SXp

E
O
__x e (4.25)
E

where E; is the threshold field, Ej5 is a fitting parameter,
and Oy (= 1/Pe — 1/pPg) is the additional sample conductivity
due to the depinned CDW in the limit E >> E,, Enq. Iin the
limit of large electric field (E >> Eg ) this expression

gimplifies to

43 =g —_—, {(4.26)

Henceforth we will make use of this simple expression rather
than Eqn. 4.25. Thus, these calculations will be wvalid only
in the limit E >> E,. In this high field limit the CDW

velocity becomes

c E g
CDW c E - F
= T {4.27)
c n e ne
c C
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By combining Egns. 4.24 and 4.27, the CDW velocity and domain
electric field can be solved for simultaneocusly:

e (Iopo/A - ET)
v = ’ {4.28)

C n e 1 + &
L P

and

. (I_/A+ G E.) ' s 2o
°© @+ op) ' '

nocte that the term 1 + O.p, is Jjust the ratio between the
total and normal charge carriers ny/n,. Using relevant
parameters for Nb863,1’2'12'16'60'61 fhe CDW velocity as
predicted by Egn. 4.28 1is plotted as a function of
temperature in Fig. 14-4; the velocity is an increasing
function of temperature up to roughly 37 K. As a result, a
sample in a thermal gradient will have slow moving domains
near its cold end and faster moving domains near its hot end.
Above 57 K, the C(DW wvelocity drops sharply because the
threshold field diverges near T, = 59 K.

The CDW is a deformable medium and it 1s therefore
possible for the local CDW to move at a velocity unequal to
that given by Egn. 4.28. As a conseguence, deformations in
the CDW phase must occur in order for an entire domain to
move at a constant velocity V,. Elastic strain energy will

build up as a result of these phase deformations.
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Figure 4-14 Vepy &S given by equation 4.28 as a functicn of
sample temperature. Note that the bias current
falls below the threshoid current at

temperatures above 58 K.
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Consider, as a classical analog to a continucus, deformable
CDW, a series of charged objects connected by springs
residing in a visgscous medium. Each interconnecting spring
has an equal force constant K, while each ball holds a
different electrical charge. With an electric field directed
along the chain, the assembly will move, reaching some
terminal velocity V, due to the viscous medium surrounding
the chain. Since each mass has a different charge on it,
each ball would reach a different terminal wvelccity in the
absence of the interconnecting springs. If the ith ball has
an isolated terminal velocity V; greater than V,, the ball
will push up against the neighboring springs until the spring
forces slow the bkall to V,. (for our purposes we are
uninterested in any oscillatory behavicr and will only
consider the dc velocity). Similarly, if V; < V,, then the
ball will be pushed and pulled by the neighboring springs
until it moves at V,. This pushing and pulling would occur
for every ball in the chain, with the force acting on a given
mass dependent on the velocity difference V; - V,. In the
rest frame of the moving chain, the ith ball initially has a
velocity V; - V., and a kinetic energy of T=(m/2) (V;~V,)Z2.
When this ball reaches equilibrium this kinetic energy will
be converted into spring potential energy. The total strain

energy for the entire chain will be



where Vi is a function of B, my, gy and the wviscosity of the
external medium. The dc chain velocity V, would be that
velocity which minimizes the total chain energy as given by
Egn. 4.30.

A discrete chain is clearly analogous to a deformable
CDW, with the only major difference between them being that
of the continucus nature of a CDW. To more correctly
calculate the CDW strain energy we must consider a continuous
elastic medium moving at a velocity V,. An infinitesimal
slice at position x would move, in the absence of neighboring
siices, at V_ (x). The kinetic and potential energy densities

for this medium are62

% 2
L_om (e
=3 nC It g ’ {(4.31)
and
= K V2 4.32
u o= > nc Vo r {(4.32)

where g is the CDW wave vector (q = 2kg), ¢ is the CDW phase,
K is a phenomenological elastic constant, and m* is the CDW
effective mass. Following the analysis for the case of a

discrete chain, the CDW slice at position x will initially
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have a kinetic energy density in the CDW rest frame of
*
fo = 28 L v vl 4.33
x) = 2 He Vet o ! (4.33)
where we have used the relation qV = (do/dt). When the

system comes to equilibrium, this extra kinetic energy
density will be converted into potential energy in the form
of local {CDW phase distortions. The egquilibrium phase

distorticn at x will be

Vo (x) = = V_(x) = V_| (4.34)

The total elastic strain energy density is equal to the

initial excess kinetic energy

(x) 2
n (x} {vV {(x) -V } . (4,35)
C C @]

u {x)

The total domain strain energy then becomes

3 y:\
U= J u dx = —-J u (x) d=z , (4.36)
s 2 s
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where the integration is performed over the length of the
domain.

It is important to note that the expression for the
local CDW velocity V_ {x) (Eqn. 4.28) will not conserve
current when the effects of the thermal gradient are
considered. This arises because Egn. 4.35 was not obtained

in a self-consistent manner; V the local expected CDW

cf
velocity, is itself a function of the domain velocity v, due
to the feedback which occurs when the constraint of current

conservation within a domain (I. = I, + I is considered.

o n c)
Hence, Vc(x) in Egn. 4.35 must be replaced by VC(X,VO),

giving the following expression for the strain energy density

*

m

x) 2
u (x) =
s

; nc(x) {VC(X,VO) - VO} . {(4.37)

To calculate V_({x,V,) in Egn. 4.37, we follow the
derivation used to cobtain Egne. 4.28 and 4.29, but with the
condition that the CDW moves at a velocity V.. Hence, we
calculate what the local velocity should be when the domain
moves at V,. By applying Egn. 4.24 with V. =V,, the local

electric field becomes

oo
B = ) (4.38)



We now apply Egn. 4.27 with the E field as determined by Egn.

4,38, and find that the local expected CDW veloclity beccomes

G

C
VC(X,VO) = "ﬁmg {E ~ ET}
C
O“C(X)
= —_h—_é—_ [IOPO/A - nC(X)eVOpO(X) - ET(X)]‘ (4‘39)
C

The velocity difference V.(x,V,)-V, takes on the following

o
simple form when the original local velocity V.(x) as given

by Egn. 4.28 is used:

V (x,V) =-V_=(1+0p) (V. (x) -V} ; (4.40)
c o o] ¢ o c o

hence, the current ceonserving velocity difference is simply
multiplied by the weighting factor 1 + O.p, = ny./n,. The

self-consistent energy density then becomes

B ) 1+ 0 2w . 4,41
u (x) = HC(X) ( CPO) { C(X) O) p (4.41)

with VC(x) as given by Eagn. 4.28. Finally, by integrating
Egn., 4.41 over the entire CDW volume we have for the complete

sample strain energy:
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23 for :
> 2 dx m (x) nc(x) 1+ Gc(x)po(x)} {Vc(x) - o,i] ’
1
L

d,i
(4.42)

where the summalbion is performed cover all N domains and each
integration is performed over the length Ld,i of each domain,

with

T
Vc(x) = -—_F—_— . {4.28)
n x)e 1+ GC(X)PO(X)

Gc(x) Icpo(x}/A - E_(x)

Note that the temperature gradient effects come into play via
the positional -- and hence temperature -- dependence of the
parameters in these eguations. In practice, the strain
energy for an N domain CDW is found by calculating the strain
energy for each domain and summing the energies; the

velocity for a given domain V, is chosen sc¢ as to minimize
r

i
that domain's strain energy.

To determine the total CDW potential energy Up, = Ug +

u we must also calculate the phase slip center energy U

bs ps*
At the interface between domains the CDW must collapse in a
phase slip process due to the discontinuity in the CDW

velocity. The energy required to destroy the CDW wvia the
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formation of a domain wall with a thickness on the order of

the CDW amplitude correlation length & is03
2 A 4.43
U= BEN (EDA (4.43)

where N(Ep) is the electron density of states at the Fermi
energy and A 1s the CDW gap energy. It _is always
energetically favorable to have the CDW collapse instead
along a line of phase vortices which move transverse to the
CDOW chain axig.®3 The energy of a phase vortex 1s
essentially eqguivalent to that of a domain wall but scaled to

a much smaller volum@64

2 3
UpV ~ NN (EF)AF, , (4.44)

where § (=0.1 to 0.01) is the CDW anisotropy parameter. With
typical sample parameters (& = 100 A, m = 0.1, and A = 100
ng) the ratio between these two energies is Uw/Upv = 107.
Clearly ,the phase slip center will consist of some form of
phase vortices rather than a complete domain wall. Due to
the small size of the phase vortex ( it has a volume of &),
large variation in the phase slip energy may exist if the
phase slip were to occur on Or near an impurity site where
the relevant parameters [A and N(Ep)] could be far below the

clean, bulk wvalue. Hence, Egn. 4.44 should be considered at
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best as an approximate upper limit to the phase slip energy.

The thermal gradient effect upon a CBW can be
calculated by combining the total strain enexrgy as given by
Egn. 4.42 with the total phase slip energy as given by Egn.
4.44 and minimizing the total energy with respect to the
number N of demains., A number cof gualitative results can be
gleaned from these equations and can be directly compared to
experimental observations. The most important result is that
the phase strain energy, and hence the total number of
domains, scale with the magnitude of the thermal gradient VT;
this 1s 1in excellent agreement with the experimental
observations that N grows with increasing V.53 The
theoretical framework described here shows that N is an
increasing function of VT because large gradients cause a
correspondingly large spread in V.(x) to exist within a
domain; this will raise U, and hence cause domain splitting
to occur.

The strain energy eqguation (Egqn. 4.42} also predicts
that the number of domains should scale linearly with the
sample length [with a temperature difference AT, the local
strain density ug scales as AT, and the total domain strain
density scales as (AT)L]; this is in complete agreement with
the results of experiments on NbSe; where very short samples

are not split by large gradientsSO

while long samples are
easily split by relatively small gradients.51_54 Closely

associated with this predicted length scaling is the
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prediction that domain splitting should scale with sample
cross—sectional area (Ug o A). That is, given two samples of
equal length, bkias field and applied thermal gradient, the
thicker sanples, being comprised of a larger volume of CDW,
should more readily split into multiple domains than a
thinner one, This prediction agrees with experiments where
it has Dbeen found that extremely thin samples, as with
extremely short samples, tend not to split in gradients which
would split a thicker sample.48

Equations 4.42 and 4.28 indicate that by increasing the
sample current I, the number of domains should also rise.
This arises from the corresponding growth in the CDW velocity
that will occur when the bias current 1is increased. The
increase in the domain velocity will in turn give rise to an
increase in the strain energy density because the local
velocity mismatch will grow. This prediction is in agreement
with studies where samples un-split at low biases under a
given thermal gradient can be split if the bias current is
increased.?8

Shapiro step experiments in the presence o¢f an applied
thermal gradient sometimes indicate that the CDW splits into
domains of unegual length (see Sec. 4.2.1).54 The model
2 gives a simple explanation for this effect. The expression
gfor the phase slip energy (Eqn. 4.44) indicates that this
ienergy drops with rising temperature since A(T) falls to zero

as T approaches T. from below. Hence, iven a sample which
PP I ) F
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has split intc more than one domain, 1t 1s energetically
favorable for the phase slips to occur as close as possible
to the hot end of the sample. Clearly there is a limit to
how close a phase slip can get to the hot end since there
will in turn be a slight increase in the energy of the longer
domain. Past a critical shift in phase slip location, the
cold domain will grow in strain energy by more than the phase
glip energy will drop. This could explain the result in the
Shapiro step-thermal gradient experiment presented in Sec.
4.2.1 where a sample broke up into a hot and cold domain with
the cold domain comprising 67 % of the total crystal.

The model also provides an insight into why depinned
COW samples which appear to be split into multiple domains
with no thermal gradient are not further split by the
application of a gradient.48 In these samples, Lhe sizes of
the zero gradient domains are quite small, and, as a result,
thermal strain energy sufficient to split them cannot
develcp. Effectively, an internal chemical gradient,
analogous to a thermal gradient, already exists in the sample
and as a result moderate thermal gradients cannot split apart
the already split domains.

Qualitatively, the model of domain splitting due to
thermal gradient induced phase deformation appears to agree
with experimental results guite well. To guantitatively test
the model, the strain energy as a function of sample domain

number has been numerically calculated using Egns. 4.28,
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2
4.42, and 4.44 for a sample of NbSe; with the cold end at T,
= 48 K and the hot end at T, + AT (this corresponds to the
experimental conditions in Sec. 4.2.1 and Ref. G50). The
relevant temperature-dependent parameters where obtained from
published NbSe; data. Specifically, values for O, and P,

2

were taken from plots of p vs. T,% while values for n

o (T) fee
A(T}]14 and A{T) were ocbtained from plots of A vs. T 65 (with
A(T=0) = 35 meV and n,(T=0) = 3.3x1021 cm“3).1’12'16'6}"'66
The exact nature of the temperature dependence of the CDW
effective mass m  is still in debate; microwave data
indicates that it may be relatively independent of
temperature with a wvalue of n* = 100 me, and this value was
used in the calculations presented here. 51

The numerically calculated sample strain potential
energy 1is plotted as a function of AT for N = 1, 2, and 3 in

Fig. 4-15. The strain energy rises with increasing thermal

gradient and falls with increasing domain number {(note that

the maximum in Ug at AT = 8 K occurs because Egp diverges
above T = 53 K, and, as a result, the "hot™ portion of the
simulated c¢rystal becomes pinned above AT = 8 K). The

calculated strain energy, phase slip energy, and total CDW
potential energy for a particular AT value are plotted as a
function of domain number in Fig. 4-16. Again, the strain
energy is a decreasing function of the number of domains. By
assuming a value for the phase slip energy (UpS = 4 meV) the

total phase slip energy is determined [(le}UpS}f and the



strain energy (meV)

Figure 4-15

Calculated sample strain energy plotted as a
function of thermal gradient assuming the sample
consists of one (sguares), two (circles), and
three (triangles) phase wvelocity c¢oherent
2

domains. Sample parameters are A = 521077 cm

and L = 1 mmnm.
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Calculated Strain energy {(sguares), total phase
slip energy (circles), and total CDW energy
(triangles) plotted as a function of the number
of domains for a sample with A = 5x10”7 cm? and
L = 1 mm. In this configuration, the minimum

energy state occurs for N = 3.
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minimum energy confilguration can be found. In Fig. 4-16, the

minimum total energy occurs with N = 3. This number
increases as AT, L, I, or A are raised, 1in agreement with
48, 50-54

empirical observations. Hence, the calculations show
that the predicted number of domains correctly scale with the
gradient size, the sample dimensions, and the bias current.
These nunerical results all gualitatively agree with
experiment but the strain energies appear much smaller, by a
factor of roughly 10 to 100, than the estimated phase slip
center energy as given by Egn. 4.44. Typical domain kinetic
energies are on the order of 100 meV, while the strain
potential energies are on the order of 10 meV, Rough
estimates of the phase slip energy via Egn. 4.44 yield values
on the order of 100 to 1000 meV., If this were the case, the
strain energy that arisesg from a thermal gradient would never
be large enough to cause domain splitting. The exact nature
of the phase slip process is gquite complicated and it is
possible that the estimate given by Egn. 4.44 is far highex
+han the real wvalues when local impurities and lattice
irregularities are taken intoc account. The phase slip energy
will be drastically reduced if the phase slip occurs near
sample irregularities of this sort since the relevant
parameters, N(Egp), ﬁ and A, will in turn drop. Furthermore,
since the phase slip center will form in a loecation that can
minimize its enerxgy, 1t appears reasonable that the energy of

a phase slip could be much less than that predicted by Egn.



In conclusion, a simple model based on phase distortion
and phase slip processes has been proposed to account for
thermal gradient effects in CDW conductors. This model is in
good gqualitative agreement with the temperature gradient
effects seen in samples of NbSez. Numerical studies indicate
that phase slippage must occur in areas of a sample where
local crystal irregularities exist so as to drastically
reduce the phase slip energy. This point could be clarified
further by a more detailed examination of the phase slip

process in samples containing randomly positioned impurities.
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4.3 Domain structure and impurity length =scale
effects in switching charge density wave conductors
The intriguing nonlinear electrical conductivity
observed both in NbSeg and other quasi-one-dimensiocnal
materials has been extensively studied during the past
decade.l Research has proven that the nonlinear conductivity
exhibited by these materials stems from the depinning and
subsequent Frdhlich motion of the charge-density-wave (CDW)
condensate. This sliding motion occurs when an applied
electric field E exceeds the CDW pinning threshold field Erf.
The sliding CDW gives rise to nonlinear conductivity and a
decrease in the crystal's differential dc resistance. The
depinning is usually evident in the current-voltage (I-V)
relationship as a smooth, continuous change from the pinned,
linear state to the higher conductance sliding, nonlinear
state; at fields well past Ep the CDW conductance saturates
and the differential resistance becomes field independent.
Not all samples display a smooth depinning process in
their I-V characteristics. In some samples of Nb3ej, the CDW
depins in a sharp, hysteretic manner which gives rise to a
strong discontinuity in the I-V curve. This phenomenon was
first observed in the low temperature state of NbSeyz and is

referred toc as switching.67

The dynamic switching state is
characterized by a temperature independent depinning field,68
hysteresis,69 negative differential resistance,70

period-doubling routes to chaos, ’? and inductive ac
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response. Switching has also been cobserved in many other

CDW materials which show nonlinear transport. These

74

materials include TaS3,73 Kq . 3MoO3, and (Nb8e4)3_331.75 It

has been found that switching can also be induced by iron

76 77

doping NbSej or by irradiating either TaS; or Kg 3McOj.
This suggests that switching is caused by the interaction of
impurities with the CDW.

Recent work has indicated that switching in both NbSej
and Fe,NbSeq3 is associated with the separation of the CDW
into distinct, serially arranged macroscopic phase-velocity

coherent domains.78

These domains were found to be separated
by localized phase-slip centers which are presumed to consist
cof ultra-strong impurity sites.’? According to a phase-slip
switching modei,79"81 switching occurs when the CDW amplitude
at an ultra-strong pinning site collapses due to the strong
phage polarization which builds up there in the presence of a
dc bias field. This phase and amplitude dynamical model has
been successful in accounting for the physical behavior
displayed by switching CDW crystals.80'81

While all switching samples show abrupt and
discontinuous CDW depinning, there is a wide diversity in the
I-V character of switching samples of NbSesx. The I-V
characteristics of switching crystals can be loosely
classified into two categories. In what we call type I

samples, the CDW depins largely via a single predominant

switch although other, much smaller switches might also be
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present in the I-V curve. These large type I switches
generally show a large amcunt of hysteresis which is
accompanied by the formation of switching sublevels within
the hysteresis 1oop.69 Type Il samples depin via a number of
much smaller, roughly equal-sized switches and display only
small amounts of hysteresis. No sublevels are evident in the
T-V characteristics of type II samples. While the physical
ideas which are embodied in the phase-slip switching model
successfully describe the underlying mechanisms which cause
switching, it is far from obvious that the model can account
for the large diversity observed in the I-V characteristics
of switching CDW crystals.

In this secticn we examine the results from a study of
switching in both NbSes and Fe, NbSe3 that was performed in
order to clarify the differences between type I and type II
gwitching behavior in these materials.82/83 1o determine the
underlying differences between these two classes of switching
behavior, we employ two technigques that probe the
distribution, structure, and relative ccherence of switching
demains. In the first technigue, thermal gradients are
applied across the length of switching sanmples. The
resulting effects wupon the switches in an I-V curve
indirectly indicate the coherence and internal structure of
switching domains. In additicon, the locations of these
domains are mapped out by using a non-invasive domain

localization wveltage probe technique. By wusing these
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techniques we determine that the drastically varied switching
behavior observed in different crystals of these materials is
a direct result of dissimilarities in the distribution of the
ultra-strong impurities contained within them. This behavior
is consistent within the framework of the phase-siip model of
switching.80181

The remainder of this section is organized 1in the
following manner. A description of the method of apprcach is
presented in Sec. 4.3.1, and the experimental results are
presented in Sec. 4.3.2. This is followed by an analysis in

Sec. 4.3.3. Finally, we briefly summarize our findings and

present concluding remarks in Sec. 4.3.4.

4.3.1 Methods

Both thermal gradient and domain localization
techniques were employed to examine the internal domain
structure and coherence of switching domains in NbSejz and
Fe,NbSeq. The intra-domain structure in switching CDW
crystals can be investigated by applying longitudinal
temperature gradients across the samples.82 This powerful
method has proven to ke useful in the study of phase-velocity
coherent domains in non-switching CDW samples (see Sec. 4.2);
in those experiments the gradient causes the CDW to break up
into separate and distinct current carrying domains.20-54

This technique exploits the temperature dependence of the

parameters which characterize the CDW condensate.



4.3.1.1 The CDW condensate: thermal gradients and
domain localization
A CDW is a modulation of the electronic charge density

p(x) which can be represented by

p(x) = p_ + p, cosl2kyx + ¢(x)] (4.45)

where p, is the average electronic density, p, is the
amplitude of the density wave, ky is the Fermi wave vector,
and ¢{(x) is the position—dependent phase of the CDW; motion
or distortion of the wave is accounted for by the phase
variable Q(x). In the presence of a bias current I which
exceeds the depinning thresheld current Ip the CDW will slide
with a velocity v(x) related to the time derivative of the
phase. This phase velocity depends on the parameters which

characterize the CDW,

do (%)
V(X) O met—
dt

= f(PO(T(X));HC(T(X))fETrI) ' (4.46)

where P, is the low field resgistivity, n,. is the CDW electron

c
density, and Ep is the CDW threshold electric field. In Egn.
4.46 we explicitly indicate that both p, and n. are functions

of temperature while Eq is independent of temperature in a



switching crystal.68 The CDW phase velocity 1s independent
cf the position coordinate x within a CDW domain because of

the form of the phase distortion term in the CDW

Hamiltonian32
1 2 3
H ., = =K \% d 4.47
elastic 2 I | ¢| * { )
where K is the CDW phase elasticity coefficient. If d¢/dt

were a function of position, the phase gradient V¢ would
steadily increase with time and result in the destruction of
the CDW. Hance, a stable sliding CDW must form
phase—-velocity coherent domains.

When a temperature gradient is applied across the
length of a sample [T{x)=TO+(VT)x, 0<x<L] Egn. 4.46 would
suggest that the local phase velocity must become a function
of position. This is at odds with the requirement that the
CDW phase vwvelccity be constant in order to keep the phase
distortions from destroying the sliding CDW., To insure that
the sliding CDW is stable in a thermal gradient, subtle local
phase distortions must occur which cause the entire domain to
move at a velocity v,. These distortions will act to slow
down CDW regions where otherwise v(x)>v, and speed up CDW
regions where otherwise v(x)<v,. Hence, the phase velocity
of a domain becomes constant at the expense of creating phase

distortions alocng the length of the domain. These phase
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distortions raise the energy of the CDW as indicated by Egn.
4.47. The degree to which the CDW energy increases will
depend upon how much the domain velocity v, and v(x) differ.
This velccity mismatch will depend on the applied temperature
difference AT as well as the sample length L. As a result,
it is possible that the energy increase due to the presence
of the thermal gradient can be minimized if the domain were
to sgplit into a number of subdomains. With many smaller
subdomains the domain velocity "mismatches"™ and the resulting
phase distortions can be reduced. Hence, under certain
conditions it can be energetically favorable for a CDW domain
in the presence of a temperature gradient to break into a
number of subdomains. Each domain will move at a different
velocity corresponding to its local average temperature. In
this situation, the interface between neighboring subdomains
must act as a phase-slip center because of the discontinuity
in the CDW domain velocities. The CDW amnplitude must
periodically collapse at these phase~slip centers in order to
link neighboring subdomains together,

It is energetically wvery costly to create a phase-~slip
center unless large impurities exist within a domain. Hence,
uniform and coherent switching domains will not in general be
broken down into subdomains by a thermal gradient (this is
the behavior of type II samples). In the opposite case of
domains which are non-uniform and contain many large impurity

centers the CDW will, under the action of a temperature
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gradient, readily split Into subdomains so as to lower the
overall energy of the system {(this is the behavior of type I
samples) .

In the case of type I samples, once the subdomains are
decoupled from the neighboring secticns of the CDW they will
behave according to their own local average temperature.
This decoupling process can be observed by measuring the
current driven I-V characteristics of a crystal. The

switching threshold current Iq will be

ak
T

IT(T) T m—— (4.48)
P, (T

where a is the sample cross sectional area and we explicitly
indicate that p, is a function of temperature while Eq is
not. In the temperature region studied here, p, is an
increasing function of temperature {(Pe~T) in both NbSey and
Fe, NbSegz, and the threshold current will therefore drop with
increasing temperature (I;~1/T). Hence, in the presence of a
thermal gradient each decoupled subdomain will depin at a
threshold current which is determined solely by its local
temperature.

The thermal gradient effects on a sample's
current—driven I-V characteristics therefore indicate whether
or not the zero gradient domains are internally uniform and

coherent. If a domain is internally uniform (i.e., there are



ne ultra-strong impurities contained within it) the switch
should be unaffected by the temperature gradient. On the
other hand, if a domain contains a number of ultra-strong
impurities, the switch caused by its zerc gradient depinning
will decompose into a number of smaller subswitches in the
presence of a thermal gradient. These subswitches will each
depin according to their local temperatures and wiil
therefore be separated in the resulting I-V curve. Hence, by
observing the thermal gradient effects on a switching I-V
curve one can indirectly determine the uniformity, internal
structure, and relative coherence of a zero gradient

switching domain.

4.3.1.2 Materials and experimental techniques

Samples used in this research consisted of single
crystals of high purity NbSe; and Fe,NbSe3 that were produced
by the conventional vapor-transport method. The amount of
iron which was incorporated into the FeyNbSes; was much
smaller than the nominal doping level {(x = 0.03); it was
below the 1% sensitivity of microprobe analysis.79 Typical
crystal cross-sectional dimensions for both NbSez and
Fe,NbSez were 5um = 3pm. Crystal lengths varied from 0.3mm
to 1. 5mm.

The experimental configuration consisted of single
switching c¢rystals suspended in vacuum between either two

large copper mounting posts anchored to peltier heater chips



or between a pair of sapphire blocks with manganin heater
wire wound about their bases. Electrical contacts were made
at the ends of the crystal with silver conductive paint.
Thermometry was accomplished by a diode sensor and several
miniature differential thermcocouples. All I-V curves
presented in this paper were measured using a current driven
configuration.

The domain localization technigue was employed to more
directly map out the switching domains in these materials.
In this technique, current domains are observed via
non-perturbative measurements of local dc

conductivities.78'79

The method uses a three fterminal probe.
A pair of current leads, terminals 1 and 3, are attached to
either end of a crystal using silver conductive paint. The
third probe, terminal 2, is a non-perturbing voltage sensing
lead composed of fine 2.54 pm thick wollasten (Rh-Pt) wire
which can be lightly pressed against the sample. The
location of this probe could be varied alcecng the entire
length of the sample with its absolute position determinable
to within an accuracy of 5 Mdm. By measuring the I=-V
characteristics of wvarious sections of a given switching
sample, the number and location of the switching domains can
be directly determined. Fine wollaston wire was used so as
to minimize any mechanical and current distribution

perturbations and, when 1in the presence of a temperature

gradient, thermal perturbaticns at the point where the
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probing wire touches the sample.

4.3.2 Experimental results

In the subsections that follow we apply Dboth the
thermal gradient and the domain localization techniques to
switching samples of NbSe,; and Fe,NbSez. The results from
experiments on type I NbSey are presented first. This is
followed by the results from experiments on type II NbSez and
Fe /NbSej.
4.3.2.1 Type I NbSej

The zero gradient I-V characteristics of a typical type
I switching sample of NbSey at temperatures between 24.6K
and 29.3K are presented in Fig. 4-17. The data clearly show
that the switch depinning threshold current, Ig, 1is a
decreasing function of temperature in the switching regime.
This particular c¢rystal shows negative differential
resistance at 29X and clear switching belcow 27K. Below 26K
the CDW depinning proceeds via two independent switches,
labeled S and Sp in the figure. The first switch, 35y, is
much larger than switch S,. This suggests that in isothermal
conditicns the c¢rystal consists of two macroscopic
current-carrying domains. These two domains are probably
separated by a phase-slip center, The two switches become
hysteretic below 25.5K, and nc additional switches are

chserved at temperatures less than 24K.
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The effects of a temperature gradient on two type I
switching crystals with widely different lengths are shown in
Fig. 4-18. The data in Fig. 4-18a shows the effects of a
temperature gradient on the I-V characteristics of the same
300 Um long sample examined in Fig. 4-17, while Fig. 4-18b
shows the thermal gradient I-V characteristics of a different
type I switching sample which is 1.5 mm in length. We first
consider the results presented in Fig., 4-18a. In this case,
the temperature of one end of the sample was held fixed at
T,=24 K while the other end was warmed to a higher
temperature, T,+AT, ranging between 24 K and 28 K. The
curves 4in Fig. 4-18a are labeled by the temperature
difference AT. The data in Fig. 4~18a demonstrates that
applied thermal gradients have a strong effect upon the
switching characteristics of type I HNbSegj. As the
temperature gradient is increased, the dominant switch, 5S4,
appears to break up into a series of smaller switches. These
subswitches are labeled Sl‘, 547, Sl"', and Sl"" in the
AT=2.3 K trace in Fig. 4-18a. As the gradient is increased
in strength the lowest threshold switch, §q' seems to depin
at progressively lower threshold currents. In the process of
moving to lower threshold currents, switch Sl' appears to
break apart, shedding the smaller switches Sl", Sg"', etc.,
and in so doing becomes smaller in size. The smaller
switches continue to move to lower threshold currents as the

gradient is increased. The smaller switch S, appears
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Fig. 4-18Dh Thermal gradient I-V characteristics of a type I
switching sample that is five times as long as

that used in Fig. 4-18a.



essentially unaffected by the temperature gradient.

The thermal gradient effects on the I-V characteristics
of the crystal of length L =1.5mm are shown in Fig. 4-18b.
In this case the temperature of one end of the sample was
held fixed at T,=22 K while the other end was heated to a
temperature of T=T,+AT, ranging between 22 K and 31 K. With
AT=0 this sample depins via a single extremely large switch
with a magnitude of AV=10 mV, some three times larger than
that of switch 8, in Fig. 4-18a. The thermal gradient acts
to break the iscothermal switch into a series of small
subswitches which continue to spread apart in the I-V curve
as the gradient is increased. As in Fig. 4-18a, the number
of switches rises as the gradient increases in magnitude,
reaching a maximum value of roughly eight at AT=7 K. Above
AT=8K the minimum-threshold switch begins to depin in a
non-switching fashion, indicating that the hot end o©of the
sample is outside of the switching temperature regime (for
this sample Tgyui:ons30 K). The general behavior observed in
both of these samples 1is not unigue: the thermal gradient
switch break-up has been observed in all type I switching
samples which we have examined.

We associate the temperature gradient behavior of Figs.
4-183 and 4-18b with the underlving domain structure of these
type I samples. The I-V characteristics in the presence of a
thermal gradient clearly show that the zero gradient domains

which give rise to switch 8, in Fig. 4-18a and the extremely
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large switch in Fig. 4-18b are actually composed of a number
of subdomains. These numerous subdomalns can only be seen in
the I~V curve when stress, here in the form of a temperature
gradient, 1s applied to the sample. ror the 0.3mm long
sample used for Fig. 4-18a this is demonstrated more clearly
in Fig. 4~1%a, where the depinning threshold current of
switch S5;' is plotted as a function of temperature [assuming
T {(domain Sl‘)=TO+AT], along with the temperature dependence
of the threshold current of the zero gradient switch S, as
deduced from Fig. 4-17. Similar data for the 1.5mm long
sample of Fig. 4-18b are shown in Fig. 4~1%b. 1In both cases
the two thresholds match closely throughout their respective
temperature ranges. These data indicate that the domains
which give rise to the large switches in the isothermal I-V
curves in Figs. 4-18a and 4-18b are actually composed of a
number of subdomains. In the absence of a thermal gradient
these subkdomainsg appear to depin in unison, creating a large
zero gradient switch. As a thermal gradient is applied and
increased in strength, the subdomains decouple and depin
according to their own local temperature. As discussed in
the previous section, ZT~1/T and, as a result, the hotter
subdomains must depin at progressively lower currents as the
gradient is increased.

By examining the way in which the large zero gradient
switches decompose as the temperature gradient is increased

in strength it appears that these subdomains must actually be
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strongly coupled together, making them depin in a
synchronized fashion when AT = 0. This becomes evident when
we consider three important aspects of the small thermal
gradient data in Figs. 4-18a and 4-18b. First, the number of
subswitches increases as the gradient 1s increased; this
indicates that the neighboring subdomains are linked together
since, with no such linkage, the subdomains would all depin
at different threshold currents even in the presence of small
gradients (this would cause the =zero gradient switch to
become smoothly "smeared™ in the 1limit of low thermal
gradients) . Second, the subswitches appear to break off from
the larger switch one at a time as the larger switch
decomposes in a thermal gradient. This larger switch
continues to move to lower thresholds as it sheds the
subswitches. As the gradient increases the "main"” switch
becomes as small as the deccupled subswitches and stops
devolving further. This suggests that the coupled subdomains
depin together in the absence of a thermal gradient; the
depinning of this large "train" of switching subdomains
creates a large type I switch. As a gradient ls applied,
single subdomains break off from the main group, giving rise
to the isolated switches in the I-V curve. As the gradient
is increased further, more and more subdomains decouple until
all of them are depinning independently. The third piece of
evidence which suggests that the grouped subdomains depin in

a synchronized fashion is that the data in Figs. 4-1%a and
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4-19b match the zero gradient threshoids even in small
gradients sufficient to split the sample into only two
demains. Hence, the train of coupled subdomains near the hot
end of the sample do nct act as if they were depinning at
their average temperature (somewhere between T, and TO+AT),
but rather at the hot end temperature of T +AT. Thiz
indicates that the subdomain at the hot end, with TﬂTO%AT,
must be depinning first, and in turn triggering all the cother
subdomains which are coupled to it. This seems plausible in
light of the fact that the "hot" subdomain may have a smaller
threshold current than all the other subdomains since Ip~1/T.
Thus, the temperature gradient I-V curves in Figs. 4-18a and
4~-18p suggest that large type I switching domains actually
consist of a number of subdomains which depin in a
synchronized manner as long as no thermal gradients are
present across the length of the crystal.

In order to verify the existence of these subdomains,
we attempted to perform domain localization experiments on
type I switching samples. This technique has been
successfully used to map out the domain structure in

switching Fe, NbSej crystals.78

Unfortunately i1t 1is
impossible to apply the "non-perturbing" wvoltage probe to
type I switching samples without drastically altering the I-V
characteristics. The charactexr of the depinning switch is

measurably changed regardless of how finely the probing wire

is laid across the sample., Generally, a type I sample, which
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normally depins via a single large switch in the absence of
the movable voltage probe, will depin via a number of much
smaller switches due to the physical perturbation supplied by
the probe wire in contact with it. This effect i1s shown in
Fig. 4-20, where a type I sample which depins by way of a
single switch displays twoe switches under the influence of
the voltage probe. No temperature gradient is applied in
either case. Hence, switching samplesg which are perturbed by
a thermal gradient are also extremely sensitive to the slight
mechanical stress brought on by the external probe.

The thermal gradient and probe pressure affects on type
I switching samples indicate that they are composed of many
small switching domains. In the absence of external
perturbations, these subdomains depin in a synchronized
fashion, manifesting themselves in an I-V trace as a single,
large switch. Only by perturbing the system can the coupling
between subdomains be reduced sufficiently to show this
underlying subdomain structure. Attempts at domain
localization show that the inter-domain coupling is also very
sensitive to external mechanical perturbations. The
existence of many subdomains in type I samples suggests that
switch-causing ultra-strong impurities are closely spaced
within type I samples.
4.3.2.2 Type II NbSeq

The effects of an applied temperature gradient on a

type II NbSej switching sample of length Lg=1.40 mm are shown
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Current driven I-V characteristics in a
temperature gradient for a type II NbSej
crystal. In this sample the c¢riginal four
switches do not divide into smaller switches
when the gradient is applied. The dotted lines
are guides to the eye showing the progression of

switching onsets as the gradient is varied.
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in Fig. 4-21. The zerc gradient trace indicates that this
sample depins by way of four separate switches in an
isothermal configuration. As displayed in Fig. 4-21, thermal
gradients do not break down these switches into a larger
number of small switches. The thermal gradient only acts to
move the switching onsets to lower threshold currénts, as
expected when each local switching domain is raised in
temperature., Note that the applied gradient was sufficient
to heat the first depinning domain out 0of the switching
regime.

These data indicates that type II switching domains
cannot be decoupled into subdomains even in gradients
sufficient to cause decoupling in type I samples. As an
example, the data in Fig. 4-18b indicates that this type I
sample is divided into roughly 10 domains by a 5 K/mm
gradient, while the data shown in Fig. 4-21 indicates that
this type II sample consists of only four subdomailns even in
thermal gradients as large as 10 X/mm. Similar results have
been obtained when studying other type I and type II samples.
Hence, it would appear that type II zero gradient switching
domains are nct composed of further subdomains, in contrast
to the type I samples discussed previcusly.

We have performed domain localization measurements on
this type II sample. The leocalization results for the same
sample as was used for Fig. 4-21 are presented in Figs.

4~22a-c. Unlike type I samples, type II switching c¢rystals
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Fig. 4-22a Voltage probe configuration for I-V traces shown

in Fig. 4-22b.
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The arrangement of Lhe switching domains in the

sample studied in Fig. 4-22b as determined by
the domain localization technigque. The current
direction is indicated in both diagrams. The
switches are labeled S;, where the index’

indicates the depinning order,
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are essentially unaffected by the mechanical stress that
results from the placement of the movable voltage probe. The
I-V measurements obtained with the movable contact positioned
in the middle of the cample {as indicate in ¥Fig. 4-22a) are
depicted in Fig. 4-22b. The position ¢f the many switching
domains contained within this sample can be roughly
determined by examining the I-V characteristics on either
side of the adjustable contact. In order to more precisely
determine the location and arrangement of these domains,
eight sets of I~V curves were measured with the middle
contact position ranging between contact 1 and 3. The domain
arrangement determined experimentally 1s depicted in Fig.
4-Z2ZcC. These results show a very strong current polarity
dependence on the switching characteristics. With the
current flowing in one direction the CDW depins by way of
five switches, while when flowing in the opposite direction
the CDW depins via only three switches. Note that the
location of the interfaces between switching domains are also
different for the two current polarities. Hence, different
ultra-strong pinning sites are activated and cause switching
to cccur when the current flow direction is reversed. The
diagram 1in Fig. 4-22c also indicates that the switching
domains need not be serially arranged. 1In general, switching
domains occur side-by=-side transversely only if they are
located adjacent to a current contact. This suggests that

non-serially arranged switching domains may be a result of
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irregular current injection near a current contact. The
domain arrangement of Fig. 4-22c¢ remained unchanged when a
thermal gradient was applied across the sample.

The absence of temperature gradient decoupling effects
in type II samples suggests that there are no subdomains in
these crystals and that neighbecring domains do not couple
together when depinning. This is also borne out by the fact
that the movable voltage probe acts in a non-perturbing
manner when positioned on a crystal. Thus, type II crystals
consist o©of a relatively small number of large switching
domains which are internally homogeneous. These large
domains presumably do not couple together in a synchronized
depinning process due to the presence of a chemical gradient
within the samples. Because the crystal is already separated
into multiple domains, an applied thermal gradient 1s unable
to break the sample into more subdomains. The chemical
gradient which causes this behavior may be in the form of
large variations in either the local impurity or lattice
defect concentrations. In either case the data suggest that
type II samples contain fewer, more widely spaced

ultra~strong impurities than do type I samples.

4.3.2.3 Fe, NbSegq
Switching in iron doped NbSes differs subtly from that
observed in the pure material. In addition to occurring at

higher temperatures, the size of the switching wvoltage



discontinuity AV in Fe,NbSey is usually not as large as in
pure NbSe3.79 In type I NbSe; the switching wvoltage
discontinuity can be as large as AV=10 mV while it is
generally no more than 1 mV in Fe, NbSes. Iron doped
switching samples depin via single or multiple switches, show
only small amountis of hysteresis, and never disélay any
hysteretic switching sublevels. Thus, switching in Fe, NbSej
belongs to the type II classification.

The results from both tem?erature gradient and domain
localization experiments on NbSej clearly show that these
techniques can be used to infer the distribution of switching
impurities within a crystal. For this reason we have applied
these techniques to switching samples of Fe NbSez. In light
of the fact that the incorperaticon of iron tends to cause
switching in NbSe;, these techniques should provide a means
of indirectly determining the distribution of iron in this
material. In particular, this study was carried out to
determine if the diron is incorpeorated in a uniformly
distributed manner or 1f it tends to cluster in a highly
localized fashion.

The thermal gradient effects on a sample of Fe NbSeq
which depins by way of a single switch is shown in Fig. 4-23.
The thermal gradient only moves the switching onset to lower
threshold currents and does not cause the switch to break
down into a series of smaller switches. The same results

have been obtained on other samples of FebeSe3 which depin
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Figure 4-23 Thermal gradient effects on Fe,NbSes. The cold
end of the sample was held fixed at T, =42 K

while the hot end was heated to TO+AT.
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via more than one switch, Theze results suggest that iron
doped samples consist of widely spaced impurities and large
switching domains.

To more directly determine the domain structure of this
sample we performed a domain localization experiment similar
to the one described above for type II NbSegz. A typical set
of I~V traces are shown in Fig. 4-24b, with the movable probe
positioned as indicated in Fig. 4-24a. Localization traces
indicate that five-eighths o©f the sample consists of a
switching domain (the hatched region in Fig. 4-24a). The
remainder of the sample does not cause a discontinuity in the
sample voltage when it depins (both of these domains depin at
roughly the same threshold current}. These results are
similar to those of previous studies of FebeSe3.78 In all
cases, Fe,/NbSey is far less affected by the movable voltage
probe than are samples of type I NbSesj.

These results show that iron doped switching samples
contain large switching domains, indicating that the
switch-causing impurities in Fe NbSeg are widely separated.
This suggests that the iron is not uniformly incorporated
into the doped Nb3es. Switching in Fe,Nb3e; is characterized
by large switching domains, no domain coupling, and no

external perturbation effects.
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Fig. 4-Z4a Voltage probe configuration for I-V traces shown

in Fig. 4-24b.
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Fig. 4-24b Simultaneously recorded current driven I-V
traces for different segments of a Fe, NbSej
crystal at T,=42 K. In this instance the
non-perturbing contact was Jlocated near the

interface betwsen the two CDW domains.



4.3.3 BAnalysis

The data presented here 1s in agreement with earlier
work which indicated that the sliding CDW in switching
samples breaks up into separate and distinct phase-velocity
coherent domains.’8:72 Each switching domain depins at a
unigue threshold field and moves at a unique fieidwdépendent
velocity. This means that discontinuities in the CDW
velocities must exist at the interface between adjacent
switching domains. This reguires that a phase-slip center
must exist in the region between the neighboring domains in
order to tie together the CDW phase across this interface.
COW amplitude dynamics must play an important role in this
phase-slip process. We consider the Fukuyama-Lee-Rice CDW

dynamic phase Hamiltonian32

3 2
= X E
H = Zjd x (Vo + Wopa - cos{Zkin+¢(xi)}

ep
+ J.Zkg OE dx (4.49)

where ¥ 1s the CDW elastic constant, W, 1s the impurity
potential, and p is the charge density. The three terms in
Egn. 4.49 are related to the CDW phase elasticity, the CDW
interaction with impurities at x;, and the CDW interaction

with an external electric field E, respectively. This

expression intentionally neglects any fluctuations in the CDW



amplitude, assuming instead that the amplitude 1s always
constant. This Hamiltonian cannot describe the CDW in the
vicinity of a phase-slip center because it is invalid in the
limit of large phase polarization V§. To see this, consider
a moving CDW domain dq (v{>0) adjacent to a nonmoving domain
dp (vo=0}). The CDW phase will become highly polarized and
distorted in the interface region between d, and d, as the
CDW phase piles up there. This phase pile-up and distcortion
will effect the system in two ways. First, the large phase
polarization 4in the interface region will force the CIDW
amplitude to collapse there. This comes about because the
phase polarization effectively changes the CDW wave vector,
The CDW amplitude is determined by balancing the lattice
energy cost of the Peierls distortion against the electronic
energy gained from forming the CDW; the CDW amplitude must
diminish when the CDW wave vector 1s distorted away from
Q=2kF. Hence, the CDW amplitude must collapse due to the
strong build-up of phase distortion in the interface region
between the two domains. When the amplitude is collapsed the
CDW phase can Jjump by a factor of Zm so as to reduce the
rhase distortion, thus completing a cycle of the phase-~slip
process.81 The large phase polarization will also act as a
pinning force on the moving CDW domain; only because of the
pericdic collapse of the CDW amplitude in the interface
regicn can the domain continue to slide. Thus, the CDHW

velocity discontinuities in switching crystals suggest that
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amplitude dynamics as contained in the phase-slip process are
very important in switch depinning.

To insure that the phase-slip process 1s the primary
cause of switching, we must again consider a pair of
neighboring domains dq and d,, where in this case domain dg
is only weakly pinned while the small domain dp 1s pinned so
strongly that it cannot be depinned by an electric field.
When an electric field is applied to this domain system the
phase in dqy will become polarized in the direction of dj.
Because the CDW in dj is pinned, domain dq will not depin in
the usual fashion even when the bias field exceeds its weak
pinning threshold field. As the bias is increased further
the phase polarization 1in the interface between the two
domains will increase until V¢ is so large that the CDW
amplitude in the interface must collapse. At this point the
polarization pinning forces holding d, back disappear and the
domain can depin; it will switch to a high field state
because the bias necessary to cause the amplitude collapse is
far higher than the weak pinning threshold field. At the
same time, the phase in the interface region 1is free to
change so as to relieve the phase polarization stress. The
phase will slip by a factor of 2% to relieve the stress while
still minimizing the impurity potential energy of domain dj.
After this phase-slip process the CDW amplitude will reform
(because the phase difference has been reduced by 2%), and

the CDW polarization will again increase, leading to another
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seguence of the phase-slip process. Thus, switching can be
accounted for by the phase-slip process which must occurxr
between adjacent CDW sections which move at dissimilar
velocities. Switching occurs because of the coupling betwean
neighboring domains which 1s in the form of phase
polarization. This phase polarization acts to create a large
pinning force on weakly pinned domains which only disappears
when the polarization requires the CDW amplitude to collapse.
Once the amplitude collapses the.CDW switches to a high field
state and the CDW phase slips by 2. The CDW amplitude
subsequently reforms and the phase~slip process is
repeated.79“81

The phase-slip switching mechanism requires there to be
small regicons where the CDW 1s strongly pinned to the
Tattice, This is corroborated by the fact that switching can
be induced in NbSez by iron doping, or in K5 3MoO3 by
irradiaticon damage. These results suggest that the presence
of impurities within & crystal play an important role in
creating switch-causing phase-siip centers. The most
energetically efficient phase-slip process consists of the

formation of phase vortices.4?

In this type of phase-slip
process the CDW velocity discontinuities are relieved by a
stream of phase vortex cores which run perpendicular to the

direction of CDW moticn., The energy of a single phase vortex

g9
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Ephasewslip = N, £ [ « n(LO &) (4.50)

where o = K/(NOA2§2), N, is the density of states at the
Fermi surface, A is the CDW energy gap, K is the CDW elastic
constant, L, is the CDW phase coherence length, and £ is the
amplitude coherence length. The first term in Egn. 4.50
corresponds to the energy of the vortex core while the second
term relates to the phase distortion in the wvicinity of the
vortex, This phase-slip energy 1is far greater than the
impurity pinning strength of conventional weak or strong
impurities. Hence, the phase-slip centers in switching CDW
crystals must be created by the presence of far stronger
impurities which we call ultra-strong impurities.78'79 These
ultra-strong impurities could consist of extremely large
strong impurity concentrations; they might also be a result
of dislocation lines or, in the case of Fe/,NbSe;, phase
inclusions, Regardless of their exact physical nature,
ultra-strong impurities so strongly pin the CDW near them
that they create phase-slip centers which in turn cause
weakly pinned neighboring sections of CDW to undergo switch
depinning.

The development of a complete model of CDW switching
dynamics necessitates a system Hamiltonian which includes
both CDW phase and amplitude dynamics. Such a Hamiltonian

has not yet been established. Here we consider a simple
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dynamical mode180,81 of switching based on the physical
mechanisms involved in the phase-slip process discussed

above.84

The model can be understood by considering a weakly
pinned CDW domain di adjacent to a small section of CDW dy
which contains an ultra-strong impurity. In addition to the
usual weak pinning forces, domain dq will also be pinﬁed by a
polarization force due to the coupling between the two
domains. This force will depend on the phase difference
$¢1~6, as well as the CDW amplitude A, at the ultra-strong
impurity. This CDW amplitude will also depend on this phase
difference ¢,-05; A, will decrease ags the phase
polarization increases. Lastly, the phase ¢, in the impurity
domain d, is completely pinned by the ultra-strong impurity
situated within it. Hence, ¢, 1is constant when Az is
non—zero; when A2 drops to zero because of phase
polarization, ¢2 can hop by a factor of 21n to relieve the
phase polarizaticon forces on both domains. A discrete set of
hydredynamical egquations which embody these physical

mechanisms are given py890,81

d¢l
o = ¢ - sin ¢1 - aA2<¢1—¢2) (4.51)
A, >0
o = % 2 (4.52)
2 ¢2+ 2n Azmo
dA b.~0. 2
2 1 2
— - 1 - A - (—2= :
r — - - ) (4.53)



where e (20) is the applied electric field, ©® is the phase
mode elasticity <coefficient (0=2/€ where € is the
Fukuyama-Lee pinning parameter32), I' is the anmplitude mode
relaxation rate relative to that of the phase mode, and 0 is
the amplitude mode elasticity coefficient. These equations
successfully predict hysteretic CDW switching behavior.890 1n
addition, numerical calculations which include the effects of
an applied ac field in addition'to a dc field indicate that
these equations also successfully predict period doubling
routes to chaos, inductive ac response, and mode locking.al
Thus, the phase-slip model of switching as expressed in Egns.
4,51-53 provides a simple yet realistic dynamical model of
CDW switching. Switching occurs in this model due to the
large phase polarization and subsequent amplitude collapse
which arises from the extreme phase pinning at an
ulfra—-strong impurity site.

With the fundamental physical principles of switching
in mind, we now analyze the experimental results presented in
section III in order to determine the way in which the
switch-causing ultra-strong impurities are distributed in
switching crystals. We also wish to establish the effect
this distribution has on the I-V characteristics of switching
samples.

The thermal gradient effects o¢n the type I sample

depicted in Fig. 4-18a indicates <that a tenperature
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difference as small as 2K is sufficient to break a
phase-velocity coherent switching domain into four subdomains
over a distance of only 300 um. This length is far smaller
than the sample length reguired for a thermal gradient to
divide this type of domzin in a non-switching sample of
NbSe3.50_54 The much larger effect in type I switching
samples clearly indicates that CDW dimpurity pinning is
non-uniform within type I switching domains. These
apparently coherent switching domains must actually consist
af a number of coupled subregilons with an average length of
not more than 60 Wm. These subregions are separated by
ultra—-strong pinning centers which give rise to switching
behavior. In a non-switching crystal, the absence of
ultra-strong impurities allow large velocity-coherent domains
te stay coupled in the presence of relatively large thermal
gradients.

The conventional switching behavior of type II samples
is well accounted for by the phase slip model of switching
described by Egns. 4.51-53,81 Subdomain coupling and
avalanche depinning as observed in type I switching samples
can be accounted for by an extension of this model.8% we
consider a long chain of neighboring domains dids,...d,. Each
domain is separated from its neighbors by an ultra-strong
pinning site US; which pins the CDW phase in the interface

(US.

; lies between domains d; and dj 4). By extending the

dynamical phase-slip equations (Egns. 4,51-53) we have the
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following set of differential eguations which describe the

dynamics of this chain of subdomains:

dd,
1 .

el v, sin @i - Ai~1ai—l(¢i_\yi“1) - Aiai(¢i \Vi) (4.54)

W, A, >0
v, = * N (4.55)

Wi* 2n :i—O
rd'% oA - (q’i"“’i) ° (?}Eﬁ) i (4.56)

at i 0 6, )
1

where e (20) is the applied electric field, V; is the weak

impurity strength in domain di, Oy

i 1s the phase elasticity

coefficient associated with the impurity US;, I' is the
amplitude relaxatlon rate relative to that of the phase mode,
and Bi is the amplitude elasticity coeoefficient at the site
US4 the phase of domain d; is ¢, while the phase and
amplitude of the site US; are given by V¥; and Aj
respectively. Egn. 4.54 indicates that the phase in domain
d; is pinned by polarization forces stemming from the
ultra-strong impurities on either side of it. Similarly,

Egqn. 4.56 indicates that the CDW amplitude at an impurity

site USy, A

ir 1is affected by the phase polarization between

it and the two weakly pinned domains which it lies between.
In the absence of coupling, each subdomain would have an

intrinsic switching threshold field Ej; for simplicity we
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assume that domain d; depins first (Eq<Ejz,). In the
presence of an electric field E<E; directed from dy to d,,
the CDW in each domain becomes polarized in the direction of
the field. As indicated by Egn. 4.54, there will be three
pinning forces acting on each domain dy: ¥Fy=f +f. ,+f;, where
f, is due to weak impurities while f; and £, 4 are due to the
CDW phase contraction and elongation at the ultra-strong
pinning sites 1in front of and behind the domain,
respectively. When E exceeds Eg, A will go to zero and
domain d4q depins. The periodic collapse of the CDW at US,
will periodically eliminate one half of the phase distortion
pinning force acting on dy (f; will go to zero}. This
reduction of the pinning force acting on the CDW in demain d,
may allow it to also depin. If this occurs, the same coupling
process can depin domain dj, then d4 and so on. Thus, a
domain d4 can be triggered to depin when domain d;_.; depins
if the initial depinning field E; is sufficient to overcome
the reduced pinning force Fy=£f_ +f;. This process of
synchronized, triggered depinning is a direct result of the
coupling that occurs between neighboring domains when the CDW
amplitude collapses at the ultra-strong pinning site which
lies between them.

To guantitatively show that the phase-slip model can
account for synchronized depinning we have numerically
integrated a subset of Egns. 4.54-56. This subset consists

of two weakly pinned domains and two ultra-strong impurity



sites arranged serially in the following manner:
dy-US,-dp~US,. The equations which describe the dynamics of

thig system are

d¢l
= - e - VlSln ¢1 - Alal{q)l—wl) (4.57)
d¢2
= - e - V2S:Ln ¢2 - Alal (¢i2—l|f1) - A2a2 ((1)2"1112) (4.58)
A >0
3 { Y1 1 (4.59)
v, = Yt 27 Almo
dA R S o, -w, | 2
1 1 1 2 i
—=1-4 - (—m=) - {=—— .
— = 1-4 ( - ) ( - ) (4.60)
i 1
A, >0
_ Y2 2 (4.61)
v, y,+ 28 A, =0
dA o .-y, 2
2 2 2
— e - - ———— 62
r—=-1-4, ( 3 ) (4.62)

where 01 (¢,) is the phase of domain dj (dp), and Y; (¥p) and
Al (A,) are the phase and amplitude of impurity site US;
(US,) respectively. For simplicity we assume that the
parameters which characterize the weakly pinned domains are
exactly the same while the strengths of the two ultra-strong
pinning sites are different. This is manifested in the model
by the two different amplitude elasticity constants 0 and 0,
(stronger pinning leads to a softer amplitude mode and a
smaller elasticity constant). The two weakly pinned domains

have the same pinning potentials (V,=V,) as well as the same
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phase elasticity constants (01=0,=0.2, corresponding to a
Fukuyama and Lee pinning parameter of £=10). In addition we
assume that both the phase and amplitude modes have the same
relaxation rates (I=1). The calculated I-V characteristics
of this CDW system are depicted in Fig. 4-25 with two sets of
amplitude elasticity constants. In Fig. 4-25a the impurity
in US, is weaker than that in US, (81=10n, 92=15n). The I-V
curve clearly shows that this set of parameters leads to two
independent, unsynchronized depinnings. The depinning of dy
is unable to trigger dp because the amplitude mode in US, is
far stiffer than the amplitude mode of US,. In Fig. 4-25b
the impurities in both ultra—-strong pinning sites are the
same (8;=10%, 0,=107). In this case synchronized depinning
does occur. Domain d, is able to depin when domain dq depins
because both ultra-strong pinning sites are of gimilar
strength. 1In general, domain d, 1s triggered to depin by the
depinning of d; as long as 8,56, Hence, the phase-slip
model of switching can successfully account for both
synchronized and unsynchronized subdomain switch depinning.
The triggered depinning process involves a simple
linear coupling, and as a result, a chain of synchronized
domains will be highly susceptible to the effects of external
perturbations. Considering again the chain of n subdomains,
if the coupling between domains d; and d;4q, were to break
down, all the domains di.; would neo longer take part in

3

synchronized depinning. The fragile nature of the avalanche
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Figure 4-25

e (bias)

I-V characteristics obtained by integrating the
two domain phase-slip equations (Egns. 4.57-62)
using two different values for the amplitude
elasticity coefficient of the second phase-slip
center: (a) 0,=15%, and (b) 0,=10%. In both
cases the other parameters are V,=V,=1.0,

Glﬁlon, o=0,=0.2, and =1.0.
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process indicates why type I samples are so highly affected
by external perturbations. In particular, a thermal gradient
destroys the long coupled chain of subdomains which cause
large type I switches because it changes the depinning
conditiens aloeng the length of the crystal. As a result, a
given subdomain may no longer be triggered to depin by its
neighbor's depinning. Similarly, type I switches are highly
perturbed when a fine wire is lightly pressed to a sample
because the resulting mechanical stress can have a strong
effect on the coupling between adjacent subdomains. The data
in Fig. 4-20 suggests that the presence of the perturbing
wire in the middle of that crystal destroys the coupling
between subdcmains near the wire. The sublevels which have
been observed in hysteretic type I switches must also arise
from the fragile coupling which exists between subdomains.®?
Sublevels are created when coupling intermittently breaks
down between subdomains along a type I chain of coupled
subdomains. This intermittent break may resull from subtle
temperature or electric field fluctuations.

Type II NbSej3 and Fe/NbSe; samples show no synchronized
depinning effects. In particular, the switches that occur in
these materials are unperturbed by either thermal gradients
or the mechanical stress brought on by a movable voltage
probe. This indicates that there is actually no coupling
between neighboring domains in these materials. Hence,

neighboring domainsg are completely independent and depin
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according to their local conditicns. It is important to note
that the CDW pinning strengths of the impurities which cause
switching in type II NbSej are similar to those found in type
I samples. This is evident from the fact that the switching
threshold fields are roughly the same in these two classes of
switching NbSes. Thus, the lack of domain coupling in type
II samples cannot be attributed to stronger pinning in those
crystals.

A typical type II switchiﬁg domain is much larger than
the small subdomainsg which give rise to switching in type I
NbSes. This is evident in the results presented in the
previous section; in samples of roughly equal length, a type
I NbSes crystal was composed of ten switching domains while
the type I1 sample consisted of four domains. This indicates
that the separation between the ultra-strong impurities has a
direct bearing on whether or not neighboring domalins can
couple together when depinning. To clarify the situation, we
define a length scale L, which is the average distance
between neighboring ultra-strong impurities; in addition, L,
is defined as the critical separation beyond which adjacent
domains do not interact. Within this framework type I
samples are characterized by L, <L.. 1In this case coupling
does occur between adjacent domains and this causes
synchronized depinning and the many effects associated with
it (i.e., large switches, sublevels, AT switch break up).

Both type II samples of NbSe; and all samples of Fe, NbSej
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correspond to L, >L In this case there can be no switch

oe
domain coupling. As a result, the switches in these samples
are unaffected by external perturbations.

There are twoe possible explanations for why the
coupling mechanism can break down when L, >L.. First, it may
be that when created in the crystal growth process, closely
spaced impurities have equivalent pinning strengths, while
the strengths of widely separated impurities differ
considerably., Secondly, it is also possible that the
coupling effects on a domailn decrease as the domain becomes
larger; the reduction in the pinning force on a large domain
due to the pericdic collapse of the CDW at the interface with
a depinned neighbor might not be a large enough effect to
allow synchronized depinning. A combination of these two
effects is probably influential in undermining the coupling
mechanism between large type II domains. Regardless of the
underlying mechanisms, the behavior of many type I and type
II NbSey samples indicates that the critical ultra-strong

impurity separation is roughly L. =20CHm.

4,3.4 Conclusion

The widely varying I-V characteristics observed in
NbSes switching samples can be accounted for by differences
in the distribution of the ultra-strong impurities which
cause switching. When the impurities are closely spaced,

coupling can occur between adjacent switching domains. This



)77 ¥9

allows a depinning wave to move along the length of the
crystal, creating a large switch in the I-V curve. The
mechanism which links neighboring domains is fragile and is
easily destroyed Dby the application o¢f external
perturbations. Conversely, widely spaced impurities dc¢ not
allow adjacent demains to interact. With no inter—domain
coupling, these materials depin via a number of small
switches which are unaffected by external perturbations.
Hence, we propose that the drastically different behavior
observed in type I and type II switching samples is simply a
manifestation of the different distributions of ultra-strong
impurities contained within them.

Iron doped NbSes displays only small switches which are
unaffected by external perturbations. These samples show no
synchronized depinning behavior. This indicates that the
impurities in Fe/ NbSeg are widely spaced. No coupling occurs
between adijacent domains and each switching domain behaves
independently of the other domains.

These results have important implications for the
physical arrangement of the impurities which cause switching.
In the case of iron doped NbSesz, these impurities are not
plentiful, This suggests that the iron dopant 1s not
uniformly distributed throughout a crystal. With regard to
pure NbSes, the ultra-strong impurities can be guite
plentiful, giving rise to type I behavior, or extremely

sparse, resulting in type ITI behavior. The c¢losest
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separation between ad-lacent impurities inferred from thermal
gradient experiments is L, = 40 Hm which is roughly in line
with the density of grain boundaries and twinning defects
observed in NbSeB.86 Further research employing TEM and
advanced microprobe analysis is needed to determine the

precise nature of the impurities which cause switching in

NbSe3.
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Chapter 5: Noise and ac-dc interference phenomena

in the charge density wave conductor K, 3MoOj

5.1 Introduction

The study of the dynamical properties of the sliding
charge density wave (CDW) state in quasi-one-dimensional
materials began in 1976 when Monceau, et al. first discovered
that the CDW in NbSe; could be depinned by applying a small
dc electric field along the crystal chain axis.t? Since this
initial discovery, a great deal of work has been performed by
many researchers in an attempt to understand the transport
properties of the dynamic CDW state.? Cne c¢f the most
intriguing properties associated with CDW conducticn is that
of the so-called narrow band noise (NBN) oscillations which
accompany the dc motion of a sgliding CDW. NBN oscillations
have been observed in all sliding CDW conductors.4 The
fundamental NBN frequency fypy directly scales with the

charge density wave current density JCDW:3

J = a f ' (5.1)

where a 1s a sample and temperature dependent constant.
Although debate? continues, there is much evidence to suggest
that the NBN oscillations are a bulk phencmencn, possibly
originating frcm the CDW's interaction with the potential

provided by pinning impurities.5
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A number of unusual interference effects occur®s 7 in a
charge density wave material when it is driven by combined ac

and dc driving fields of the form

V = + . .
vdc Vaccos{mt) {5.2)

The effects reflect a direct interaction between the depinned
CDW oscillating at a frequency fygy and the extefnal fields
oscillating at a freguency W/27T.

For values of V.. comparable to or larger than the CDW
depinning threshold wvoltage Vg, the CDW can beconme
mode—locked to the external signal over an appreciable range
of dc bias wvoltage. This regults in the formation of
so-called Shapiro steps 1in the current-voitage (I-V)
characteristics of the sample; the steps alsc appear in the
sample's differential resistance.®” 8 Shapiro step
interference occurs whenever the externally applied frequency

w/2n is related to the internal NBN frequency fypy bY

where p and g are integers.9

The index n of a specific step
is defined as n=p/qg. For integer wvalues of n, the Shapiro
step forms due to the interaction between the NBN fundamental

fypy (a=1) and the nth harmonic of the external signal; this
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is referred to as & harmonic Shapirc step. For non-integer
values of n, the Shapiro step is referred to as a subharmonic
step. Shapirc steps have been extensively studied dn
NbSe3,6"10 and to a lesser extent in TaS3.11

For small values of V_ . (V5,<<Vg) mode locking of the
entire CDW condensate does not readily occur. Nonetheless,
the sample ac conductivity 1is strongly affected by
interference between the internal and external frequencies.
The complex ac conductivity G(Q) is determined by measuring
the in-phase and out-of-phase response of the sample at the
frequency ®/27 when a driving field of the form given by Egn.
5.2 is applied, with V,, << Vp. As the test frequency M/27
or the dc bias Vg, is swept, interference in G{(W) occurs when
the conditions of Egn. 5.3 are satisfied. Whenever /2% =
fypys 2@ dramatic "inductive™ resonance oCccurs; this effect
has been studied extensively in highly coherent NbSes [7,10]
and less extensively in KO-3MOO3.12

Kg . 3MoOj (Potassium blue bronze) undergoes a Peilerls
transition at Tp3180 K which gives rise to the formation of a
depinnable incommensurate coW.13 In addition to displaying
nonlinear conductivity and NBN, this material also exhibits a
low frequency (< 10 MHz) dielectric relaxation mode whose
characteristic fregquency is highly ftemperature

dependent.l4'15

The mechanisms responsible for the creation
of this mode are thought to be clesely related to those which

cause many metastable effects. In the microwave region
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(»100 MHz), Ky 3MoO3 also exhibits a conductivity mode
analogous to that seen in other CDW materials.l?

Usually, Ky 3MoO3 samples display very weak NBN
spectra, indicating that the sliding state in this material
is generally very incoherent .13 In contrast, the
semi-metallic CDW material NbSez shows highly coherent
behavior. Samples of these two materials are usually very
different in size. NbSez grows in fine needle-like whiskers
with typical dimensions of 1 mm x 5 Hm x 1 Um (volume=5x10"2
cm3), whereas blue bronze samples are far larger, with
typical dimensions of 1mm x 0.5 mm x 0.25 (voiume=l.25x10"4
cm3). FHence, a typical blue Dbronze sample which displays
weak NBN is alsc five orders of magnitude larger in volume
than a typical highly coherent NbSey crystal. This suggests
that NBN generation is in general a finite size effect in CDW
materials, as has been suggested for NbSe3.5 For this
reason, we examine extremely thin samplies of Ko_3M003 here,
with typical volumes of 1078 to 1077 cm3, in order to ocbserve
strong CDW coherence effects. We find that these samples do
indeed display a highly coherent dynamic CDW response.

We find that extremely thin, optically transparent
single crystals of Ky 3MoO3z display NBN spectra of

excepticnal quality.18

When examined in the presence of
combined ac and dc driving fields, the crystals exhibit both
strong mode locking in differential resistance (dv/dl) traces

and large resonance anomalies in the complex £frequency
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dependent conductivity.18’19

We have measured the Shapiro
step spectrum as a function of bhoth applied ac amplitude and
frequency (10 to 100 kHz), and find reasonable agreement
between the data and a simplified c¢lassical single-particle

CDW eqguation of motion.40

The analysis suggests that the
external fields couple to the Iow frequency dielectric
relaxation modet? rather than to the high frequency pinned
phason mode. We have also investigated the ac=-dc
interference effects on the cémplex ac cenductivity o(@)
(/2 < 1 MHz). Large and narrow inductive dips occur when
the external frequency eguals the narrow band noise
freguency. We show that this resonance phenomenon appears
analogous to that present in the response of a phase shifted
resonant harmonic oscillator. The highly coherent response
of the samples examined in this study provides a means of
accurately measuring the CDW current density to NBN frequency
ratio; we find that the empirically determined value implies
a pinning potential periodicity equal to the CDW wavelength.

The remainder of this chapter is organized as follows:
A description o¢f both sample preparation technigues and
experimental methods are presented in Sec. 5.2. Experimental
results are given in Sec. 5.3, followed by an analysis in
Sec. 5.4. Lastly, we briefly summarize our findings and
present concluding remarks in Sec. 5.5.

5.2 Sample preparation and experimental techniques

Single crystals of X5 3MoO3; were obtained using an
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electrochemical growth ‘technique21

which produces high
quality crystals with typical dimensions of 2 mm x 1 mm x 1
mm . Extremely thin, optically transparent samples were
prepared by first cleaving a large crystal down to a
thickness of roughly 200 Mm. The cleaved face was then glued
to a sapphire substrate with a cryano-acrylic adhesive
("super glue”}). The mounted crystal was then cleaved still
further using the "scotch tape" method, until a transparent
piece was obtained. By folloﬁing this procedure, we have
been abkle to obtain samples with uniform thicknesses ranging
from 0.1 Hm to 1 MUm and areas of up to 1 mm? The sample
used to study ac~dc interference effects in blue bronze was
determined to be (0.2 dm thick by using a Tencor Instruments
step height analyzer; the sample's complete dimensions were
0.625 mm x 0.5 mm x 0.2 Hm (volume=6.25x10"% cm3), with the b
axis directed along the largest dimension. Electricail
contacts were made to this sample via evaporated indium pads
and silver conducting paint. The two probe room temperature
resistivity was found to be prop = 3.5x107% Q cm. All
measurements presented in this chapter were made by using a
two-probe current-driven configuration. For comparative
purposes, all data presented in this chapter are from the
same K 3MoO3 sample. We have obtained qualitatively similar
results on all sub-micron blue bronze samples that we have

examined,

Current—driven narrow band nolse spectra were measured
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with an HP 8558B spectrum analyzer. Shapiro steps were
obtained by simultaneously driving the sample with both a dc
and an ac {(@W/2n = 10 to 100 kHz) current. The differential
resistance dv/dIl was measured via a low frequency bridge with
lock—in detection of & low freguency (280 Hz) modulation
signal,

The complex ac conductiivity ¢(®) (both frequency and d¢
bias dependent) was measured at frequencies between 100 Hz
and 1 MHz by a computer confrolled AP 419%2A impedance
analyzer. The ac anmplitude was always kept well below the
CDW depinning voltage so that the ac signal would act only as
a probe of the sample's conductivity. The evaporated indium
contacts were found to be of high gquality by analyzing the
sample response in the complex impedance plane.14

Our experiments were performed at 77K to facilitate a
comparison of the data with other previously published
results. The extremely fragile crystals were slowly cocled
in a helium gas flow system to prevent fracturing them during
the cool-down process. The helium gas flow system also

provided stable temperature control.

5.3 Experimental results

The NBN spectrum produced by a 0.2 Um thick blue bronze
specimen at 77 K 1s presented in Fig. 35-1. The spectrum
exhibits a sharp fundamental at fypny = 70 kHz, as well as

four higher harmonics at 140, 220, 280, and 360 kHz. This
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Figure 5-1 Narrow band noise spectrum from a thin sample of

K0.3MOO3 at T = 77 K.
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sharp spectrum indicates that the sliding CDW state is very
coherent. The cquality of this NBN spectrum exceeds that of
theose published previously,22"24 suggesting that the CDWs in
thin blue brenze samples are more coherent than in the large
samples (volume~10“4 cm3) usually examined.

The NBN frequency fypy varies linearly with the excess

CDW current Iepy. Iepy 18 given by

I -_-_-I s ’ (5.4)

where I is the total sample current, Vg, is the sample dc
bias voltage, and Ry 1s the sample low field (Vgo<Veg) dc
resistance. The linear relationship between Ippy and fygy
was found to hold true for the entire frequency range
examined experimentally (£ 150 kHz). Hence, strongly
coherent X 3Mo0O3 samples do not exhibkit any deviation from a
linear CDW current to NBN frequency relationship. The ratio
between the NBN freqguency and the CDW current density for the
sample considered here was found to be fypy/Jepy = 12 £ 3 kHz
cm? /A.

We have also examined the narrow band noise spectra of
blue bronze samples with volumes larger than the one whose
NBN spectrum is shown in Fig. 5-1. In general, the NBN
gquality drops sharply as the volume of the crystal examined

varies from that of a transparent sample (volume~10_8 cmB) to
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that of a more typical, bulk sample (volume~10"4 cm3). In
varying the volume £from 1078 em3 to 1074 cm3, the NBN peaks
progressively become smaller in size and larger in width. In
the large volume limit, the noise spectrum displays no narrow
band peaks, but instead exhibits a fairly continuous noise
distribution out to a critical frequency fc.25 Beyond f. the
noise level drops tce zero. We £ind that this critical
frequency varies linearly with the sample Dbias. These
results clearly suggest that NBN generation in Ky 3MoO3 is a
bulk phenomencn, in agreement with research concerning NBN
generation in NbSe3.5

The effects of joint ac and dc driving fields on the
differential resistance of the 0.2 HUm thick Ky 3MoO53 sample
are shown in Fig. 5=2. The upper trace shows the sample's
current driven differential resistance in the absence of any
external ac signal. The CDW ¢learly depins at a thresheold
current of Ip = 2.5 HA, beyond which dV/dI smoothly decreases
as the CDW proceeds to siide. The bottom trace shows the
changes in the differential resistance when it is measured
with an additional 60 kHz ac signal of magnitude V,, = 80 mVv
= 4Vg applied across the sample. This trace shows a number
of partially mode-locked Shapiro steps, each of which is
labeled in the figure according to its index n. The
fundamental harmonic (n=1) as well as three subharmonic
(n=1/3, 1/2, and 2/3) steps are vigible in Fig. 5-2. The

lower trace also indicates that the mode locking guality
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Figure 5-2 Ac-dc interference effects in Ky 3MolOg at 77 K.
The top trace is with no ac signal, while the
bottom trace shows the differential resistance
in the presence of a 60 kHz and 80 mV ac signal.

The two traces have been vertically offset for

clarity.
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Shapirc step spectrum at 77 X with a 40 kHz ac

signal. The ac amplitude varies from 20 mV (V)

to 120 mV  (6Vq). The traces are vertically

offset for clarity.
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depends on the direction of the current bias, with the
locking quality for negative bilases being higher than for
positive bilases.

The degree to¢ which the CDW becomes locked to the
external ac signal is a strong function of the ac amplitude

A% This is shown in Fig. 5-3, where the Shapiro step

ac-
spectrum in a 40 kHz ac field is depicted as a function of

A% v varies from 20 mvV (Vq) to 120 mv (6Vy) . The data

ac* ac

in Fig. 5-3 indicates that the Shapiro step height increases

with increasing V up to roughly 80 mV, beyond which it

ac’
begins to decrease again. This is more clearly shown in Fig.
5-4 where the Shapiro step magnitude 06V, the area under a
Shapiro step in a dv/dI vs. I trace, is plotted as a function
of Vi, for the n=1 Shapiro step. This general step height
and step magnitude dependence on V_. appears to hold true for
both harmonic and subharmonic Shapirc steps. Increasing Vg
also acts to decrease the CDW threshceld current, and to move
a given Shapiro step to progressively lower total current
biases. Effects similar to these have also been observed in
mode locking experiments performed on NbSeg Crystals.7'8f10
To insure that the mode locking condition as stated in
Eqn. 5.3 holds for blue bronze, we have measured the CDW
current density on each locked step as a function of the
external locking frequency ®/2%. The results for n = 2, 1,

and 1/2 are presented in Fig. 5-5. We find that the CDW

current density on a particular mode-locked step Jy,q 1S
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Figure 5-4

40 kHz S

0 2 4 6
Vac/VT

Shapiro step magnitude 0V plotted as a function
of the applied ac driving signal amplitude. The
external ac frequency was set at /2% = 40 kHz.

The sclid line is a fit to the data (see text).
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Figure 5-5 CDW current density plotted as a function of
external locking frequency for both Shapiro step
data (circles) and narrow band noise data

{squares) .
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independent of the ac amplitude for the entire range of
measurements (Vy. = 6Vg). The NBN frequency as a function of
CDW current density is also plotted in the figure. This data
indicates that Jj;,ox 18 linearly related to the locking
frequency for all three values of n. The empirical locking
CDW current density to locking frequency ratio is f,,/Jj40k =
B/n, where B = 12 % 3 kHz cm?/A.

We now turn to an examination of de bias effects con the
complex ac conductivity o©(®) in Ky 3MoOg. In these

experiments, a small amplitude (V << Vq) ac signal V =

ac
Voocos{wt) is applied across the -sample and the resulting
current T, . flowing through the sample at the same frequency
is detected. A bias voltage Vg4, may also be applied. The
complex conductivity, ©(®W) = Re c(®) + i Im o{®), 1is

determined from
L Iac iB
gl =1} — e ' {5.5)

where A is the sample cross sectional area, L is its length,
and O reflects the component of the current response which is
out of phase with the input voltage, Cur zero-blas complex
conductivity measurements on thin samples of Ky 3MoGy at 77K
show a rise in Re O(®) beginning at roughly 2C¢ kHz; this low
freguency mode 18 the extensively studied dielectric

relaxation mode apparently present in all completely gapped
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depinnable CDW materials.t4/15 The rise in Re o(®) indicates
that the characteristic frequency £f4,, for this mode is
roughly 20 kHz.

The effects upon the 50 kHz complex conductivity when a
depinning bias field is applied to a thin Ky 3MoO; sample are
depicted in Fig. 5-6. The real part of the conductivity is
presented in Fig. 5-6a, while the dielectric constant g,

given by

4 I G
() = L Im ol (5.6)

€y

is presented in Fig. 5-6b. There 1s very little change in Re
o(®) for Igz, < Ip = 2.5 UA, while €(®) does show a slight
£
increase Jjust below threshold. Past threshold, the complex
conductivity changes drastically: the real part o©f the
conductivity begins to increase while the dielectric constant
decreases towards zero. In additicn to this general
depinning response, both Re O(®) and €(®w) exhibit distinct
anomalies for well defined wvalues of the bias current. In
particular, £(®) displays a well defined inductive (Ag < 0)
dip at I4z., = 5.7 HA, and a smaller dip at T4, = 4.3 HUA.
Anomalies at these bias currents also show up in Re O(@) .
The feature in Re O (®) centered around Iy, = 5.7 KA is

particularly noticeable. This anomaly is characterized by a

drop below the background CDW conductivity at a value of Tg4.
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Figure 5-¢éa The real part of the ac conductivity Re o(®)
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50 kHz as a function of dc
hias current.
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Figure 5~6b The dielectric constant €{®) measured at @/2T =

50 kHz as a functicon of dc bhias current.
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just below that which gives the large inductive dip in g(®).
A similar rise above the background conductivity occurs for
values of I4. slightly larger than the inductive dip bias.
An examination of the NBN spectrum shows that for Igz. = 5.7
KA, fypy = 50 kHz, while at I4g. = 4.3 UA, the second NBN
harmonic occurs at 50 kHz. This suggests that the anomalies
at 4.3 puA and 5.7 UA are related to resonances between the 50
kHz probing signal and the second NBN harmonic or the NBN
fundamental, respectively. Siﬁilar well defined ancmalies

7,10

have been extensively studied in NbSesj. Very broad

anomalies at low frequencies have also been previously
reported for K0.3MOO3.Q2

The bias current at which the strong resonance
anomalies occur should be a strong function of the probe
frequency since they occur when the internal NBN freguency
matches the probing frequency. This is shown to he the case
in Fig. 5-7, where the dielectric constant €{(®) is plotted as
a function of bias current for several ac probing
fregquencies. Tne resonance current bias clearly scales
linearly with the ac fregquency. This is evident in Fig. 5-8,
where the CDW current density at resonance is plotted as a
function of the rescnance Ifrequency. The experimental NBN
frequency fypy to CDW current density relationship is alse
plotted in the figure. Clearly, both sets of data lie on a

line which has a slope of fNBN/JCDW = 12 kH=z cmz/A. This

conclusively shows that the anomalies which appear in both
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Figure 5-7 The dielectric constant £(®W) measured as a
function of dec bias current at three frequencies

{20, 60, and 120 kHz).
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also plotted in the figure (squares).
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e{w,Iq.) and Re O (M, I5 ) are caused by a direct interference
between the internal NBN signal at fypy and the external
signal at ®/27.

Returning to the data in Fig. 5-7, the placement of the
inductive dip is not the only fregquency dependent aspect of
e(m,idc). The below-threshold dielectric constant appears to
decrease with increasing freguency. Additionally, the depth
of the inductive dip also decreases with increasing

frequency. At 20 kHz, the change in £(®) due to the dip is

Ae (20 kHz) = -8 x 107, while at 120 kHz it is only Ae(120
kHz} = -1.4 x 107. At freguencies below 20 kHz, the dip
continues to increase in size, This is shown in ¥Fig. 5-9,

where the bilas dependent dielectric constant 13 plotted at 1,
40, 80, and 120 kH=z. The inductive dip measured at 1 kHz
clearly dwarfs the ancmalies at the higher frequencies; the
size of the dip at 1 kHz is Ae(l kHz) = -160 x 10’, a factor
of 114 higher than the dip at 120 kHz. This indicates that
Ag diverges as 1/ in the limit that ® goes to zero.

The anomalies in the complex ac conductivity depicted
in Figs. 5-6, 5-7, and 5-9 are cbserved by measuring G(®) at
a fixed frequency while varying the dc bias. Presumably, the
same effects should occur when the dc bias is held fixed and
the measurement freguency 1is swept. The frequency dependent
ac conductivity at a depinning bias of I4. = 7 HA is depicted
in Fig. 5-10. At this bias, the NBN fundamental occurs at

fymy = 70 kHz. Inductive dips are clearly present in the
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imaginary part of the conductivity at ®/Zm = fypyn/2 (35 kHz),
fNrN (70 kH=z}, 2fNBN (140 kHz), and 3fypy (210 kH=z) . In
addition, anomalies show up in Re ¢{(®) centered about these
four freguencies. The anomaly at 70 kHz is larger than those
at the other frequencies. Details o©of the resonance around
this freguency are shown in Fig. 5-10b, where the ac
conductivity is plotted vs. frequency utilizing a linear
frequency scale,. The imaginary part of the conductivity
exhibits an inductive dip with é magnitude of 1.3 (Q cm) L,
Re O(®m) shows a smaller, less pronounced positive and
negative set of peaks above and below 70 kHz, respectively.
These two peaks have equal magnitudes of 0.7 (£ cm)"l above
and below the background <CDW-plus—normal-electron
conductivity of roughly 15 (Q cm) ™ 1. At the 70 kHz resonance
fregquency, Re 0©6(®) appears unchanged from the background

conductivity wvalue.

5.4 Analysis

We first examine the relationship between the CDW
current density and the NBN frequency in blue bronze. The
three sets of experiments discussed in the previcus section
provide an accurate estimate of the ratio fypn/Jepws which
can be directly ccnpared to an expression which holds true
for NBN phenomena 1in both NbSez and TaSz. We next use a
simple single particle classical model of CDW dynamics to

analyze the Shapiro step magnitude dependence on ac signal
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amplitude. lLastly, we will discuss the underlying mechanisms
which cause the resonance features in the dc biased complex

ac conductivity.

5.4.1 CDW current density to NBEN frequency
relationship
A simple model3 predicts that the fundamental NBN

frequency is linearly related to the CDW current density by

= (5.7)

where lpin is the intrinsic pinning potential wavelength, and

n. is the CDW electronic carrier concentration. NBN studies

c
indicate that Egan. 5.7 holds true for both NbSe; and
Ta83.3'26 It has been suggested that for CDW conductors the
pinning potential wavelength 1is equal to the CDW wavelength
(kpin = KCDW). There hags been some controversy as to whether
or not FEgn. 5.7 holds true for KO_3MGO3.12'22"24 A large
variation exists in the values reported for fNBN/JCDW based
on NBN measurements. This is presumably due to the
inhomogeneous CDW current densities and low guality NBN
spectra typically exhiblited by Ky 3MoO3 samples.

The difficulty with obtaining estimates of fypy/Jepw

from simple NBN experiments stems from the fact that it is

impossible to determine if the CDW current is homogeneous
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throughout the sample in these experiments. An estimate of
fypn/Jopy determined from the Shapiro step data, on the other
hand, should provide a more direct measure of this quantity
because the mode locking condition insures that the CDW
current density is uniform throughout the mode-locked sample.
The Shapiro step data in Figs. 5-2 and 5-3 show that a
supstantial portion of the CDW responds coherently in thin
blue bronze samples, indicating that the CDW current density
within them is homogeneous.

To obtain a value for fypy/Jepy from the locking
fregquency ®/2% to locking current density Jj .y ratio, we

combine the ratio f,./J;,0k With Egn. 5.3 and obtain

r (5.8)

where n is the Shapiro step index. The data in Fig. 5-5 give

a value for this ratio of fgou/J1450x = B/n, with B = 12

H+

3
kHz cm2/A. Therefore, the Shapiro step data produce a value
for the NBN freguency to CDW current density ratio of
fyen/Jepw = 12 & 3 kHz cm2/A, in agreement with the ratio
determined directly from NBN measurements; a similar wvalue
for this ratio has been deduced from NMR measurements.Z '+ 28
Combined with n, = 4.95x1021 cm“3, as determined £rom

13

structural considerations, and Egn. 5.7, this wvalue for

I/ Jdopy Suggests a pinning potential pericdicity of xpin =
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10.6+2 A. This length is in close agreement with the CDW
wavelength in Ky 3MoO3 ( Aepy = 9.9 A). Therefore, Egn. 5.7
holds true for potassium blue bronze, and the data further
suggest that the pinning potential periodicity is edqual to

the CDW wavelength.

5.4.2 Mode locking

in this section we will examine the quantitative nature
of mode locking in blue bronze, 1in particular the dependence
of the Shapiro step magnitude &V on the amplitude of the
applied ac locking signal. The data are analyzed within a
simple model which qualitatively accounts for Shapiro steps
observed in NbSe3.7f8

A number of models have been proposed to account for
CDW dynamics. Both single degree—of—freedomﬁ and many
internal degreeuofmfreedom29'30 models have been proposed to
account for ac-dc interference effects. A simple single
degree of freedom phenomenclogical model,19 which treats the
CDW as an object with charge e and mass m* moving in a
sinusoidal potential, has been surprisingly successful in
gualitatively and semi-guantitatively describing the
essential fregquency and electric field dependent features of

CDW transport.z The single particle equation of motion ig1?
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— + [Teeen 4 ——— gin (Qx) = — {(5.9)
2 dt Q d
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where x 1s the CDW center-of-mass coordinate, E 1is the
applied electric field, Q is the periodic pinning potential
wavevector, o, is the characteristic resonance frequency of
the CDW, and I'=1/t 1is a damping constant with a
characteristic relawxation time T; Egn. 5.7 follows directly
from Eqn. 5.9 with Q¢ = 2n/lpin. This model accounts for both
the narrow band noise oscillations and mode locking observed
in CDW materials. I'n addition, it guantitatively describes
the Shapiro step magnitude dependence on ac signal amplitude
in NbSe3.7'8 From our determination that lpin = Aepy in
Ky 3MoCg, we set Q = 2n/Apopy in Egqn. 5.9.

In aralogy with the Stewart-McCumber model of Josephson
tunneliﬁg,31 Egn. 5.9 predicts that the magnitude of the n=1
Shapiro step in the high frequency limit (g, >> mozt) should

be8

Sszoch(oazm J . (5.10)

where O represents the volume fraction locked to the external

signal, while ® and V5. are the frequency and amplitude of
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the applied signal, respectively. In the low frequency
{overdamped) limit (@ = wozr) the inertial term (dzx/dtz} can
be neglected, and a modified Bessel-like solution for 8V can

32 In the extreme low freqguency

be obtained numerically.
limit (W << mozt}, the numerical solution predicts that &V
has a maximum at V,, =V with an amplitude of OV = (m/mOZT)VT.

Recently, a seemingly more general derivation for the

10 That ‘derivation

Shapiro step magnitude was published.
utilized a model independent aéproach and assumed that the
pinning potential was 1in the form of a cusped-cosine
function. Although one might assume that this approach
should yield a more general, model independent result, it can
pe shown>3 that the resulting expression for 8V is exactly
equivalent to the one produced by a single particle model
with a cusped-cosine, rather tharn a sinusoidal, potential.
Nonetheless, this approach clears up twe deficiencies of Egn.
5.10. First, the new result correctly predicts the existence
of subharmonic Shapiro steps. Second, because the expression
for 8V involves a summation of RBessel functions weighted by
the pinning potential's Fourier coefficients, the Shapiro
step magnitude does not go to zerc at the minima (in contrast
to the predictions of Egn. 5.10). Both of these gualitative
enhancements are directly related tec the inclusion of higher
harmonics in the pinning potential. Unfortunately, the

model's quantitative prediction {locations of maxima and

minima in SV(VaC)} have vet to be compared to experimental



;\_\\’g}g

data due to the complexity of the expression. Therefore, it
is unclear if the approach of Ref. 10 is guantitatively
superior to Egn. 5.10. For this reason, we shall analyze the
blue bronze mode locking data by using the predictions of the
single particle classical model, Egn. 5.9.

A reasonable fit to the data in Fig. 5-4 can be
cbhtained by utilizing the numerical low frequency solution

presented in Ref. 32 and considering m02

T to be a fitting
paraneter, The solid-line fit in Fig. 5-4 was obtained in
this way with £, = wOZT/ZR = 25 kHz. It is noteworthy that
this wvalue is roughly four orders of magnitude below the
characteristic frequency of the high frequency pinned mode
seen in Kg 3MoO3 {(~500 MHz).17 According to Bgn. 5.9, the
contribution to OV from the 500 MHz pinned mode would Dbe
negligible at the frequencies where these measurements were
performed (40 kHz). Further, low freguency ac conductivity
measurements indicate that the dielectric relaxation mode in
the sample considered here has a characteristic frequency of
fq, = 20 kHz. Hence, it appears that the ac-dc interference
effects seen in Ky 3MoO3 at 77K are a result of interactions
between the external ac signal and the low freqguency
dielectric relaxation mode present in this material.

To make certain that the low freguency mode and not the
nigh frequency mode is interacting with the external signals,
we must first dinsure that the characteristic freguency

determinad from the fit to the Shapiro step data is more than
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Just a mathematical ccincidence. To do this, we calculate
the expected classical characteristic freguency mozt in an
independent manner by considering in greater detail the low
frequency behavior of blue bronze. The narrow band noise
typically produced by Ky 3MoO; crystals are relatively low,
hetween 10 and 100 kEz. In addition, dc¢ CDW motion has been
shown to be strongly damped below 100K, with the degree of
damping growing with decreasing temperature.34 The damping
is such that the CDW ceonductivity in dc electric fields, far
in excess of the threshold field, is limited to the normal
carrier ohmic conductivity. The NBN freguency and dc

conductivity predicted by Egqn. 5.9 are

£ (E) = 1 te E oA 5.11
NBN =T- T E9® (5.11)
m
and
2
nce T
GdC(E) = " g({E) , {5.12)

respectively, where g(E) is a function of the applied
electric field E with the limiting behavior: g(E £ Eq) = 0,
and g(E >> Eq) = 1. Egns. 5.11 and 5.12 indicate that large
CDW damping (small 7T) 1is responsible for low dc CDW
conductivities and NBN fregquencies (small NBN frequencies and

CDW conductivities cannot be attributed to wvariations in Q or
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m”* because both are tied to the CDW gap) . This suggests that
the characteristic frequency wozt is small in blue bronze
because of large CDW damping.

We next calculate an independent estimate of mozt using
other experimental data. From Egn. 5.9 the threshold dc

electric field Ep is

E A == mo . (5.13)

This vyields &an expression for moz

2

T in terms of Erp and
Qet/m*. To obtain ®, “T in terms of experimentally
determinable quantities, we utilize the high field limit of

Egn. 5.12 (g(E)=1), as well as the NBN frequency to CDW

current density relation (Egn. 5.7). By substituting these
expressions into Egn. 5.13, f, = wozt/Zn becomes
fNBN
f = o, (E>> E_} E_ . {(5.14)
0 JCDW de T T

The pertinent experimentally determined parameters for the
sample considered here are: fypy/Jepy = 12 £ 3 kiHz cmZ/A, Erp
= 320 mV, and Oy, {E >> Ep) = 10 (Q cm)~ 1. Based on these
numbers, Egn. 5.14 yields a value of £, = 44 + 11 kHz. This
result 18 in reasonable order-of-magnitude agreement with the

frequencies determined from both the f£it to the Shapiro step
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data (f, = 25 kHz) and from the ac conductivity measurements
(fdr = 20 kHz). Hence, it appears that Egn. 5.9 can account
for the fundamental frequency of the low temperature
dielectric relaxation mode 1n blue bronze. Further, the
analysis indicates that the low freguency ac-dc interference
effects in this material are a direct result of the external
signals interacting with the low frequency dielectric
relaxation mode.

Because external ac and dc driving fields can interact
with the low frequency CDW mode in Ky 3MoO3 in the same way
that they do with the high freguency pinned phason mede in
NbSesy, it would appear that there are actually two
gualitatively similar pinned modes in blue bronze. This
lends support to the theories concerning screening effects of
normal electrons on the CDW as first discussed by Sneddon=0
and mcre recently by Littlewood.2® 1In completely gapped CDW
materials, normal electrons act to screen the moving CDW,
leading to an enhancement in CDW damping and the creation of
an overdamped, low frequency pinned mode. This screening
action can only take place in the low frequency( £ 10 MHEz)
limit. In the high freguency (> 100 MHz) 1limit, normal
electrons are ineffective in damping CDW motion, and an
additional unscreened and underdamped, "bare" high freguency
pinned phason mode should be realized. The Shapiro step data
presented here provides direct evidence that these two modes

are gualitatively similar in that external driving fields can



couple to them in the same manner,

5.4.3 Ac conductivity resonances

The data presented in Figs. 5-6 to 5-10 clearly
indicate that a resonance-like anomaly occurs in O(®) when
the internal NBN freguency or one of its harmonics coincides
with the freguency at which the ac conductivity is being
measured. In this section we examine the detailed nature of
these resonant anomalies.

The anomalies appear as sharp inductive dips in either
Im 0(®W) or £(®). The corresponding feature in Re OG{®)
appears as gradual positive and negative peaks located
equi-distant above and below the resonance position,
respectively. At resonance, Re ¢{®) appears unchanged £from
its inferred wvalue 1f no rescnance had occurred. A
comparison of the anomalies in Re O () for bias swept data
(Fig. 5-6a) and for freguency swept data (Fig. 5-10b) shows
that the ordering of the positive and negative peaks relative
to the central resonance position are interchanged in the two
cases. For bias sweeps, a negative peak occurs Jjust below
resonance (fypy < ®W/2n}, while for frequency sweeps this
negative peak occurs above the resonance (W/27 > fypy) . This
suggests that the parameter which best characterizes the

resonance condition is



Af = £ - L (5.15)
NBN o1t
Regardless of which parameter is swept, Re O©(®) shows a

rounded positive peak when Af approaches zero from above (Af
> 0), and a negative peak when apprcaching zero from below
(Af < 0). 1In either case, a sharp negative peak occurs in Im
G(m) centered at Af = 0,

The response at resonance 1s functionally analogous to
a resonant harmonic oscillator, but with a phase shift which
allows the main resonance at Af = 0 to occur as a negative
peak in Im oO{m). To better understand this phenomenon, we
consider the response of the sample to a low amplitude (V.
<< Vgp) ac signal in combinaticon with a depinning d¢ bias V =
Vie Vaccos{mt).7 The normal carriers will respond with a
current I, cos{®t) completely in phase with the ac signal,
The CDW responds with a current ICDW,aCCOS(mt+e)' where the
phase angle 8 reflects the fact that the CDW conductivity has
both a real and an imaginary component (B8=z 0). In addition
to these signals, there is the CDW current produced by the dc
bias. This includes both a dc current Igpy, qc and an
oscillating current related directly to the narrow band
noise, Iygy h{Wypyt+0), where h is a periodic function with a
period 1/Qygpy. The function h{®t) can be well approximated
wt

by a complex sinuscoidal function et The complete current

response becomes
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+ I e . {5.16)

The total ac conductivity at the probe frequency ® is

T I . .
I n CDW,ac 10 NBN i
G(®) = <;> = + 22T 4 8 0 . (5.17)

v v \Y
ac ac ac W%y

where the braces denote a time average, and Bab is a
Kronecker delta. For ® # Oypy: only the normal and CDW
conductivities contribute to the measurement. For @ = Oypy:s
an extra contribution to the conductivity will result from
the WNBN signal. In order for the resonant conductivity
enhancement to appear as a negative dip in the out of phase
component, the phase angle at resonance must be ¢ = -1/2.

The size of the inductive dip is predicted by Egn. 5.17

to be

(5.18)

This expression makes a number of specific predictions about
the inductive dip which can be directly compared to the data
presented in Figs. 5-6 to 5-10. First, Egn. 5.18 suggests

that because the size of the NBN oscillations depend only on
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the dc bias and not on the ac magnitude cor fregquency, the
magnitude of the inductive dip should be independent of the
frequency at which the resonance occurs. The measured dip
magnitude AIm ¢ is plotted as a function of the rescnance
frequency in Fig. 5-11. Clearly, AIm ¢ is independent of
the resonance freguency, with a value of AIm ¢ = 1.0 & 0.1 (€2
cm)_l. This can be directly compared to experimental
parameters; with an ac signal amplitude of V,, = 1 mV and a
NBN current of Iygy = 10 £ 3 nA (100 UV across 10 k&), Egn.
5.18 predicts a dip magnitude of AIm ¢ = 0.6 * 0.2 (£ cm) "L,
in reasonable agreement with the measured value. With AIm ©
independent of frequency, the ac dielectric constant should
be inversely proportional to @, in agreement with the data
presented in Figs. 5-7 and 5-9. The inclusion of Iypy in
Eqn. 5.18 also indicates why the resonances involving NBN
harmonics are smaller than the resonance involving the
fundamental NBN peak. This arises from the fact that

magnitude Iypy ©f a harmonic NBN peak drops as the harmonic

order increases. Lastly, Egn. 5.18 would suggest that for
Vae << Vo, increasing V,, should in turn decrease the
relative size of the resonance anomaly. Although AIm O was

not measured as a function of V,. here, a reduction of Alm ©
with increasing V5, has been observed in NbSe3.10

We now consider the resonance anomaly in Re o{(®w). By a
simple Kramers-Kronig analysis, positive and negative peaks

in Re o{®) must occur if a sharp, negative rescnant peak



Figure 5-11
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The magnitude AIm o(®) of the inductive dip in
the imaginary part of the conductivity at
resonance. The dip magnitude 18 roughly
independent of frequency, with an average value

of 1.0 + 0.1 (Q cm)~ ! as indicated by the dashed

line in the figure.
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appears in Im G{(w). In terms of the harmonic cescillator
analogy discussed earlier, it would appear that off (but
near) resonance {Af # () the phase ¢ of the NBN signal
relative to the ac probing signal must depart from the value
at resonance (p = -%/2). In order to correctly account for
the signs of the peaks in Re G(®) above and below Af = 0,
this phase angle must have the limiting behavior ¢ = -r for
Af << 0, and & = 0 for Af >> 0. Further, the harmonic
oscillator analogy would suggestrthat the inductive dip AIm ©
should be twice as large as the size ARe © of the peaks in Re
¢. The ratio of these magnitudes in Fig. 5-6 is AIm G/ARe ©O=
1.7, while in Fig. 5-10 it is AIm ¢/ARe o= 1.9. Both values
are 1in reasonable accord with the factor of two harmonic
oscillator prediction.

The ac conductivity resonance effects reported here
differ from those previously observed in NbSej only in the
relative sharpness of the anomalies in Re O©. In NbSes, the
ancmaly appears more as a step~like feature than as a pair of
positive and negative peaks. The relative sharpness of this
feature in a resonant harmonic oscillator is controlled by
the damping parameter. With large damping, the resonance is
broad and a pair of gradual peaks appear in the out-of-phase
conductivity centered about the resonance fregquency. As the
damping falls to zero, these two features form into a sharp
step—like anocmaly which occurs exactly at resconance. This

suggests that the damping related to the rescnance in



A\ &3

Kg 3MoO3 is larger that that in Nb8esz. As discussed in the
previous section, the CDW in blue bronze is highly damped
below 100 K,3Of:35 whereas the CDWs in NbSe; are not
effectively damped.35 Hence, it would appear that the
differences between the resonant ancmalies in these two
materials directly reflect the different relative CDW damping
that exists within them.

There is still no complete understanding of why the NBN
osciliations are -n/2 out of phase with the probing signal at
regsonance. The general features of these resonances in O (®)
have been accounted for by numerical solutions of both a
Frenkel-Kontorova model30 and the tunneling mode1t0 {as vyet,
the predictions of the single particle classical model, Egn.
5.9, have not been numerically calculated). In both cases,
no effort was made to understand why the NBN signal is -n/2
out of phase with respect to the probing signal at resonance.
In voltage-driven pulsed mode locking experiments, it has
been found that the phase of the NBN oscillations are always
-n/2 cut of phase with respect to the start of the pulse.3°
Therefore, whatever the cause, the -%/2 phase shift between
the NBN signal and an external ac signal at resonance appears

te be a general feature of CDW response.

5.5 Conclusions
The results presented in this paper indicate that a

highly cocherent response can be obtained in very thin
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Kgp . 3MoO3 samples. Further, this strongly coherent sliding
CDW state can couple with combined ac and dc fields to cause
a variety of interference effects which are analogous to
those seen in NbSes and TaS;. In particular, the CDW can be
mode—locked to a large amplitude ac driving signal, resulting
in the formation of Shapiro steps in a sample's differential
reglstance, The relative height of the Shapiro steps
observed in blue bronze indicate that upwards of 50% of the
CDW becomes locked to the external ac field. In the presence
of small amplitude ac probing fields, the dc biased complex
ac conductivity shows strong resonance features due to the
interactions between the NBN signal and the probing signal.
Although a CDW is a many particle system and in general must
be described by a many particle Hamiltonian, both of these
phenomena c¢an be accounted for by wusing a simple
phenomenoclogical single particle equation of motion. This
indicates that the CDW internal degrees of Ifreedom can be
neglected when describing, in a simple way, these ac-dc
interference effects.

Analysis of the interference features present in the
response of the CDW 1n Ky 3MoO3 indicates that these
phenomena exhibit evidence for strong damping of the charge
density wave. This is evident both in the low frequency
Shapiro step data and in the relatively broad resonance
features which appear in the real part of the conductivity

when o(®) is measured in the presence of a depinning bias.
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Hence, although ac-dc¢ interference phenomena appear to be
universally exhibited by depinnable CDWs, underlying
interacticns within the CDW (i.e., internal degrees of
freedom) manifest themselves as subtle variations in the

overall resonant and mode—locked response.
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Chapter 6: Transport properties of the heavy

Fermion material URu28i2

6.1 Introduction
In this chapter we examine the transport properties of

the heavy Fermion compound URuzsiz.l

Amongst the many heavy
Fermion materials which show unusual electronic properties,
URupSis is unique in that it shows evidence for multiple and
coexisting Fermi-surface instabilities. Previous work on
URuy8i, has demonstrated that, in addition to exhibiting a
large effective mass (m*zZSme) and a superconducting ground
state below T =1.5K, this material displays anomalous
behavior in electrical resistivity, magnetic susceptibility,
and specific heat near a "transition" temperature of
Tp:17.5K.2"6 These anomalies are analogous t¢o those seen in
materials which undergo charge or spin density wave
transiticns. For this reason, it has been suggested that the
ancmalous kehaviocr near Tp results from the formation of a
conduction electron charge density wave (CDW) or spin density
wave (SDW),% or from antiferromagnetic Ordering.4f6 Recent
neutron scattering experiments on a single crystal of URu,Si,

indicate that antiferromagnetic ordering occurs below T,. with

P
a small ordered moment of ~0.03Hp and a modulation along the
(100) direction.7 This antiferromagnetically ordered state

appears to coexist with the superconducting state below To-
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The low-field dc electrical resistivity of URusSi,
shows a small peak Jjust below Tp, with a functional form very
similar to the resistance anomalies observed below the CDW
transition in ZrTesy and below both CDW transitilons in
NbSe3.8'9 The strongest evidence for density wave (either
CDW or SDW) formaticn in URu25i2 comeg, however, from
specific heat measurements which show a BCS-like ancmaly near
17.5K, consistent with a 40% destruction in Fermi surface
area.? -

To better characterize the properties of this material,
we present careful thermcelectric power (TEP) and Hall effect
measurements on URuzsiz between room temperature and 4.ZK.
Above Tp, these transport properties are similar to those

exhibited by other heavy Fermicn systems. Near T both the

pl
Hzll constant and TEP show anomalous behavior which are
consistent with CDW or SDW formation. Our measurements
suppert the notion that the 17.5K transition is a density

wave Fermi surface instability; however, we are not able to

distinguish clearly between CDW or SDW formation.

6.2 Experimental techniques

Our transport measurements were performed on
polycrystalline samples of URu,S8i, prepared by the usual arc
R melting method. The TEP was measured using a slow ac heating

technique.lo Small samples of URu,S5i, were suspended in

vacuum between a pair of crystalline guartz blocks and 1-mil
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gold leads were attached to the sample ends with conductive
silver paint. Both qguartz blocks were wrapped with
independent manganin heater wire which was used to ramp a
temperature gradient of wvarying magnitude and direction
across the sample. The temperature gradient was monitored
with a chromel-constantan thermocouple. The
thermally-induced EMF across the sample was amplified with a
low noise amplifier and detected with an X-Y recorder.

The Hall effect was meésured via a five~contact
method,lz where a low-frequency ac (200 Hz) current scurce
and three current contacts are used to null the zero magnetic
field misalignment voltage. The Hall signal was detected
with a low noise impedance matching transformer and a lock=~in
amplifier, Electrical contacts were made with conventional
silver palnt technigques. Hall effect measurements were
performed on a sample with dimensicns of 1.3 mm x 0.6 mm x
0.1 mm, with the H field aligned parallel to the smallest

dimension to maximize the Hall signal.

6.3 Experimental results

Figure 6-1 shows the TEP 35(T) of URuy5i, measured
between 300K and 4.Z2K. Between room tenmperature and
approximately 120K, the TEP 1is temperature independent and
approximately +2UV/K. Below 150K, the TEP tends towards zeve
at 70K and then becomes more negative with decreasing

temperature., At 18K, the TEP has attained a wvalue of
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-3.60V/K. At T=17.5K, there 1s an abrupt change of slope in
the TEP versus temperature curve, from dS/dTmO.O6uV/K2 at 18K
to dS/dTm2.4pV/K2 at 17K, signaling a thermodynamic phase
trangition at Tp=17.5K. Below 17K the TEP continues to
increase 1in magnitude with decreasing temperature, until a
dramatic change in direction occurs at T=15K. Below 15X, the
TEP appears to smocthly approach zero with decreasing
temperature. The inset in Fig. %-1 shcws the TEP behavior
near the 17.5K transition in defail. The change in slicpe in
the TEP at 17.5K is good evidence for a Fermi surface
instability where free carriers are removed at Tp. The
additional sharp reversal at 15K ig an apparently independent
effect, not associated with any structural transitions.

The results of Hall effect measurements between 300 K
and 4.2 K in a magnetic field of 10 kG and a current density
of 17 A/cm? are shown in Figs. 6-2 and 6-3. The Hall
constant Ry is positive and linear in both current density
(up to 17 A/cm?) and field strength {up to 10 kG) at all
temperatures examined in this study. The Hall constant at
room temperature is Ry = 1.5x1072 m3/C. As the temperature
is reduced below 300 X, Ry gradually rises until it reaches a
maximum value at Ty, = 50 K of Ry = 7.4x1072 m3/c. Below

T falls until it appears to reach a constant value of

max’ RH

Ry = 4.0x2107% m3/C below 25 K. At T, = 17.5 K, the Hall

constant abruptly increases and saturates at a value o0f Ry =

20.0x10"9 m3/C at temperatures below 12 K. This abrupt
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change in Ry at 17.5 K is again solid evidence for a Fermi
surface instability wherein a large fraction of the free
carriers are removed at T9. Note that unlike the TEP, the

Hall effact data show no additional anomaly at 15K,

6.4 Discussion
The Hall effect in URuyS8i, above 17.5 K is quite

similar to that exhibited by nearly all other heavy Fermion

12-21

compounds. Generally speaking, heavy Fermion systems

all show a broad maximum in Ry centered at a temperature Ty,
which ranges from 1 K (CeAls) to 100 K (ﬁAlZ).l4 At both

high (T >> T and low (T << T temperatures, Ry

max} max)

saturates to a constant positive value. A number of
theories have been proposed to account for this general

temperature dependence.14r22f23

They all assume that Ry is
composed of a temperature independent, residual (normal) Hall
constant plus an anomalous temperature dependent Hall
constant which reflects the special scattering properties of
a heavy Fermicn system. The temperature dependence of the
anomalous Hall constant stems from the fact that all heavy

FPermion systems enter a coherent low temperature statet?

below Tp.., where charge carrier scattering becomes markedly
reduced. Hence, at T << T,y the charge carrier mobility
reaches a maximum value. This is directly responsible for

the minima observed at low temperatures in both the Hall

2

constant and the resistivity. As T approaches Ty, from



below, intrinsic scattering increases rapidly as fluctuations
away from this coherent state begin to develop. The
fluctuations reach a maximum near Thaxr bevond which the
system is no longer in a coherent state. Hence, for T >

T these materials enter an incoherent regime where

max’
scattering becomes dominated by independent =zingle particle
interactions. As T increases above T,,,., the system acts
more and moere like a "normal® electronic system, &albeit with

a large effective mass. At T >> T the anomalous

max/’
contribution to the Hall constant drops to zerc, leaving only
the normal carrier contribution to account for the measured
Hall signal.

The data in Figs. 6~2 and 6-3 indicate that the
coherence temperature in URu,Si, is roughly 50 X, a fairly
typical value for these heavy Fermion systems. The Hall
constant appears to saturate at room temperature to a value
of Ry = 1.5x1072 m3/C.  Assuming that the anomalous
contribution to Ry is negligible at this temperature, the
room temperature Hall constant yields a value for the charge
carrier concentration of n = 4.2x10%% cm™3. URuy 81, forms in
a tetragonal lattice with parameters of a = b = 4.13 A and ¢
= 9.58 A.2 With the unit cell volume determined from these
lattice parameters (Q = 163 33), the room temperature Hall
constant suggests that there are 0.7 holes per unit cell.
This value is roughly ecuivalent to that found in other heavy

14

Fermion materials. Unfortunately, the absence of band
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structure calculations for this material makes it impossible
to compare this value with theory.

Below 17.5 K, the large increase in the Hall effect is
indicative of the occcurrence at 17.5 K of a phase transition
wherein a large porticn of the Fermi surface is destrovyed.
The change in Ry would suggest that roughly 80% of the Fermi
surface was destroyed in this transition, twice what specific
heat measurements indicate. Abrupt changes like this have
been observed in materials wbich undergo either a spin or
charge density wave transition.%%4:25 Hence, although 1t is
clear that URu,8i, undergoes a Fermi surface based transition
at 17.5 K, it is impossible to determine, based solely on
this Hall effect data, whether the transgition leads to the
formation of a SDW or CDW.

We now turn to an examination of the thermopower data.
The TEP of URu,Si, at temperatures above the 17.5 K
transition is similar to that previously ocbserved in other
heavy Fermion compounds, 1in particular cerium based 4f

systems.26'27

In CeCuy8Sis, for example, the TEP is positive
at rocom temperature, gradually decreases with decreasing
remperature and beccomes negative near 80K, reaches a negative
maximum near 20X, and then drops to zero as temperature goes
to zero. This behavicr has been attributed to the presence
of an extremely narrow feature in the density of states N(E)

near the Fermi level that is assocociated with the 4fF

electrons.4’ The very similar temperature dependence of tThe
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the TEP in URupSi, for moderate temperatures {T>18K) would
suggest that a similar interpretation is in order, i.e. the
TEP reflects directly the narrow features in N(E). The
existence of these narrow features in the band structure of
heavy Fermion materials is closely interrelated with the low
temperature ccherent state that these materials also exhibit.

In URu,Si, the narrow feature in N(E) is expected to be
on the order of 100K, according to transport, thermzi, and
magnetic meagurements that have been previously reported.2—4
As such, the resultfing TEP is quite unlike that observed in
conventional metals, where the bandwidth is typically several
orders of magnitude larger. In the latter case, temperature
changes have little effect on the density of states at the
Fermi level.

We analyze the TEP in terms of the semiclassical model
where the diffusion TEP Sy is expressed in terms of the dc

electrical conductivity © as?8

2
. oz kBT c (EF) 61y
D 3 lel G{EF) '

where the derivative 1s made with respect to energy and is

evaluated at the Fermi level Egx. The conductivity may be

expressed in terms of Fermi surface parameters as2?
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where Tp is the relaxation time, vp the mean Fermi velocity
averaged over the Fermi surface, and N(Egp) is the density of
states at the Fermi level. In normal metals the band
structure terms vy and N(Ep) are usually taken as independent
of temperature, resulting in a TEP linear in temperature
{(Fgn. 6.1). Thisg neglects the phonon-drag contribution to
the TEP, which can he appreciable below 100 K. Any deviation
from linearity indicates that scattering mechanisms are
coming into play which alter the TEP temperature dependence
by way of Tp(T) in Ean. 6.2.

The gradual change in the TEP of URuj,Si, between 140K
and 20K observed in Fig. 6-1 can be explained in terms of an
extremely narrow rescnance near Egp. In URuy8i,, the origin
of the resonance feature 1is not yet clear, but it is probably
tied to the narrow 5f electron band.

We consider the narrow rescnance feature superimposed
on a wide 64 band. The resonance 1s characterized by a
maximum in the density of states at a characteristic energy
B

(N(E,) =N At energies above and below E, the density

O max) :

of states drops rapidly. Hence, at temperatures above the
rescnance width, the Fermi level will lie in the 6d band
where no temperature dependent effects exist to influence the

TEP; any deviation from linearity must be ascribed to a
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temperature dependent scattering mechanism. In particular, a
temperature independent band structure and a relaxation time
inversely proportional to temperature would result in the
flat TEP observed in Fig. 6-1 between 300K and 120XK.

As the temperature 1s reduced, the Fermi level will
drop into the narrow resonance and the density of states at
Epr will be very temperature dependent. With Ep greater than
Ey, N(Ep) will increase with decreasing temperature. Hence,
N'(Ep) 1in BEgn. 6.1 will be ﬁegative, giving rise to a
positive TEP. As the temperature is further reduced, N(EF)
will decrease; N'({(Ep) then becomes increasingly positive
leading to a negative TEP,

The predicted bkehavior, i.e., a TEP that 1is constant
and positive at high temperature, gradually falls toc zero as
T approaches T, =E,/kp, gradually becomes more negative as the
temperature drops further, is entirely consistent with the
observed behavior in URuySi, at temperatures above 18K.
Within the context of this simplified model, we may
explicitly deduce the resonance width to be D=140K and
resonance temperature to be T, = 70 K. This value is quite

close to the coherence temperature T,., as deduced from Hall

X
effect measurements, This suggests that the low temperature
coherent state evident in Hall effect and resistivity
measurements is closely related to the narrow resonance 1in

the 5f conduction band.

Below 18K the TEP of URu,Si, is dramatically different
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form that observed in other heavy Fermion materials. The

abrupt change in slope at T.=17.5K suggests that a second

P
order phase transition occurs at that temperature. From the
anomaly in the specific heat, it has been estimated tfthat 40%
of the Fermi surface 1sg destroyed at this fransition.Z The
behavior of the TEP Just below Tp indicates that a
predominantly hole-like part of the Fermi surface 1is
affected; the TEP becomes more negative as the electron-like
portion of the Fermi surfacé becomes less compensated.
Similar features in TEP are observed at Tp in materials which
undergo CDW or SDW transitions.3%/31 From the behavior of
the TEP, it is not possible to distinguish between CDW or SDW
formation.

The behavior of the TEP at 15K 1is even more dramatic
than that observed at szlT.SK. At 15K the change in slope
is extreme: dS/dT&2.4pV/K2 just above 15K wversus
dS/dT=—O.8uV/K2 just below 15K. This dramatic reversal is
not reflected in any other transport measurement, and we do
not associate 1t with a secondary phase transition. Because
URuoSis is still metallic below 17.5 K, the thermopower must
drop to zero as T drops to zero. Hence, 1t 1is not
unexpected that the TEP shows a turn—around towards zero
below 17.5 K. What is surprising though, 1s the relative
abruptness of this turn-around in the TEP of URu,S8i,.

Interestingly enough, the abrupt reversal is wvery similar to

that observed just below the SDW transition in the Bechgaard
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salt (TMTSF),PFg.3%

6.5 Conclusions

Akbove 17.5 K, both the thermopower and the Hall
coefficient of URupSi, are typical of a heavy Fermion system.
The o¢overall temperature dependence of both transport
properties directly reflects the inherent nature of f-band
conduction electrons. At and below 17.5 K, the behaviocr of
both transport properties is cogsistent with a Fermi surface
based phase transition at Tp = 17.5 K wherein a sizable
fracticn of the charge c¢arriers are removed from the
conduction band. Further measurements are required before

the precise nature (CDW or S5DW?) of the intermediate state

(1.5 K< T < 17.5 K) can be determined.



2% 9

Chapter 7: Temperature and frequency dependent

conductivity of thin percolation films

7.1 Introduction

In this chapter we continue with our examination of
the transport properties of anisotropic systems. We will
here consider the temperature dependent ac conductivity of

1 The films were

speclally fabricated gold percclation films.
made such that gcld atoms do not completely cover the
ingulating substrate. Instead, the gold atoms form
interconnecting clusters {networks) which allow percclative
electronic transport to occur across the entire film. These
networks possess an anisotropy gquite unliike those previously
considered in this thesis in that they can be characterized
by a non-integer dimensionality (D = 1.9). This stems
directly from the fractal, self-similar nature of these
percolation clusters. Because of this fractal character, the
transport properties of these films will be different from
that of a typical two dimensiocnal film. Instead, their
transport properties will be determined by their percolative
character.

These gold percolaticn films are best described within
the realm of percoclation physics. The field of percolation
physics, with 1ts close assococliation with fractal geometry,

has been actively studied during the past decade.? A wide
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variety of resesarch methods have been employed to develop an
understanding of the many intriguing physical properties that
these systems display. These methods have included the use
of scaling theories® and computer simulations,4’6 as well as
the fabrication and study of physical percclation systems.7“9
The percolation problem is concerned with the physics of
dilute systems which are in the vicinity of a critical point.
Both Metal-insulator and metal-superconductor mixtures are
examples of percolation systems. Near the critical point,
the system is characterized by a site~filling probability p
which is close to the percolation threshold probability p,..
For values of p less than p,, isolated clusters form which do
not allow c¢omplete percolation to cccur across the entire
system; in a metal insulator system Oy, = 0 for p < p,. With
P > por @ percolation network can form, yielding non-zero
alectrical conductivity in a metal-insulator mixture.

The scaling theory of percolation is concerned with the
way in which physical properties of a system scale with the
site-filling probability.3 Scaling thecories suggest that
many physical properties of a percolation system should scale
with the site-filling prcobability p. These properties scale
as lp—pcla, where the critical exponent can be positive or
negative depending upon the property in guestion. These
critical exponents are theoretically independent of the

underlying lattice. Hence, these are universal exponents

which depend solely upon the dimensionality of the system
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involved; only the percolation threshold p. should depend
upon the exact nature of the underlying lattice. For this
reason, the properties of percolation systems are sgaid to
follow universal scaling laws.

A detailed scaling theory regarding the electrical
conductivity of a percolation system indicates that scaling
behavior will occur due to the self-similar, fractal nature
of the percolation network.3r10  rnig theory predicts that

the dc conductivity should scale as

_ B -y
Oy, ~ (B = P) & ' (7.1)

~V is the percolation correlation length;

where & ~ lp-pe |
this result holds for p > p.. Because a complete percolation
network can exist only for p > p,, the dc conductivity is
zero for p < pg. In examining the frequency-dependent
conductivity, the self-similar nature of the percolation
network will also give rise to scaling between the ac
conductivity and the applied freqguency. Theories which
account for the anomalous diffusion on the fractal network
suggest that the resistance and capacitance should scale with

freguency as?

R~ ® ’ (7.2)

and

C ~ w ' (7.3)



where % + vy = 1. This scaling behavior will exist for
frequencies where the anomalous diffusion length Ly falls
within the range a << Ly << €, where a is the microscopic
lattice size.

Studies of extremely thin metal-insulator films
indicate that they belong tc the same universal class as the
idealized percolation systems. These thin films are made by
evaporating gold atoms onto an iésulating substrate in such a
way that a complete coverage of metal does not occur.
Digitized transmission electron micrographs of these films
have been analyzed using the techniques employed to study

11 This research shows that

simulated percolation networks.
these films are geometrically eguivalent to an idealized
percolation system, indicating that the results of scaling
theory should apply to their physical properties. Room
temperature ac conductivity measurements at frequencies up to

12 It was found

10 MHz were made to test this conjecture.
that the resistance and capacitance do scale with frequency
in gualitative agreement with the scaling theory, although
the c¢ritical exponents (x and vy) were found te be in
disagreement with those predicted by the theory. This
discrepancy was presumed to be due to the "non-ideal™ nature
¢f the system, perhaps arising from intercluster effects in

the form of =lectron—electron i1interactions. Recause the

scaling theory does not take these interacticns into account,
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it is not surprising that the theocry is not entirely
successful in predicting the freguency-dependent conductivity
of gold percclation networks. The ancomalous behavior
observed in room temperature ac conductivity data indicates
that intriguing results might also be obtained by examining
the transport properties of these films below room
temperature.

In this chapter we present measurements o¢f the ac
conductivity of these thin goldifiims at frequencies between
100 Hz and 1 GHz and at temperatures between 300 K and 4.2 K.
The ac conductiviiy is found to be very temperature—dependent
below 100 K. A '"transition” from a high temperature state
which displays scaling ac conductivity to a low temperature
state which displays highly modified scaling behavior occurs
at roughly 35 K. This transition temperature appears to be
insensitive to the parameters which characterize the fractal
nature of the films. This indicates that the transiticon may
arise from the underlying physical attributes of these films
which are not accounted for in the scaling theory.

Both a description of the gold percolation films as
well as the techniques used to measure their ac conductivity
are presented in Sec. 7.2. The experimental data are
presented in Sec. 7.3. The data 1s analyzed and a brief
description of the scaling thecry of ac conductivity is given
in Sec. 7.4. We summarize our findings and discuss the

direction of future research in Sec. 7.5.
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7.2 Experimental techniqgues

The films used in this study were fabricated by
researchers at the IBM Research Center in Yorktown Heights,
New York. A complete description of the technigues employed
to fabricate the films can be found in reference 9. The
specimens ccnsist of extremely thin gold films that have been
evaporated onto insulating substrates. The nominal coverage
of the films was kept very close-to the percolaticn threshold
coverage; the typical average film thickness was 6 to 10 nm.
Because the substrate is not completely covered by gold
atoms, the fiims are percolation systems with dc resistances
in the range of 10 & to 1 MQ. Previous TEM work pexrformed
on these filmsll suggests that they are geometrically
analogous to a percolation system, with a typical microscopic
lattice size of a =10 nm, percolation correlation lengths on
the order of 100 nm, and a fractal dimension of D = 1.9,
Subseguent room temperature ac conductivity measurements at
frequencies between 100 Hz and 10 MHz indicate that the films
display scaling ac conductivity which gualitatively agrees

12 Significant deviations between

with the scaling theory.
the theorized critical exponents and those measured were
attributed teo electron-electron interaction effects.

In the research presented here, the ac conductivity was

measured in the frequency range 100 Hz to 1 GHz using two

different methods. In the low freqguency range (100 Hz to 10
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MHz), an HP 4192A low freguency impedance analyzer was used.
In the high frequency range (4 MHz to 1 GHz) a computer
controlled HP 8754A network analyzer was used to measure the
conductivity. In this method, the sample forms the
termination on the end of a rigid 50  coaxial cable. The
network analyzer reflects an RF signal off of this
terminator/sample, and measures the resuliing reflection
coefficient I' by comparing the reflecting and incident
signals. I' was corrected vié a three point calibration
technique; this correction also removed any phase offset due
to electrical length mismatch. The ac conductivity was then

determined from the corrected reflection ceoefficient wvia the

relation
1 +T
L o= e——, (7.4)
1 - T
where Z is the normalized impedance., The resistance is the

real part of the impedance (Z=R+iX), while the capacitance is
related to the imaginary part of the conductance (¥Y=G+iB) by
C=B/0M. Both methods employed to measure the ac conductivity
provide very accurate resistance data at frequencies between
10 Hz and 1 GHz. The capacitance cannot be determined as
accurately wvia these methods because they measure the
conductivity (B = CW®) wmore directly rather than the

capacitance., Hence, with a capacitance of 100 pF and a
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conductivity sensitivity of £ 1 US, the capacitance will be
measurable only above 10 kHz. For this reason, we report
capacitance data only in the high frequency regime, starting
at 10 to 100 kHz, with & sensitivity of roughly * 0.1 pF. In
both fregquency regimes, care was taken to insure that a low
signal level was used so as not to heat or damage the fragile
sanples. The samples were mounted on the end of a short (14
cm) section of 500 coax with a pair of 1 mil gold wires. The
samples were surrounded by a copper ¢ap wound with a manganin
heater and this assembly was inserted into a gas flow system
of our own design. This configuration allowed ac
conductivity measurements ranging over seven orders of
magnitude in freguency and at temperatures ranging from 300 K

down to 4.2 K to be made,

7.3 Experimental results

The ac conductivity of a gold percolation film with a
room temperature dc resistance of 380 Q is shown in Figs. 7-1
to 7-5. The resistance and capacitance are essentially
unaffected by changes in temperature above 100 K. The
frequency~dependent resistance and capacitance at both 300 K
and 100 K are presented in Fig. 7~1. The data is clearly the
same at both of these temperatures. Similar measurements
were made at 50 X intervals between 300 K and 100 ¥, and no
change in the frequency-dependent behavior was observed. The

resistance 1s independent of freguency below a critical
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Fig. 7-1: Resistance and Capacitance data at both 300 K

(dashed lines) and 100 K {(dotted lines). The
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are indicated in the figure.



frequency of Q£==300 kHz, with a low frequency value of R(a<
mg) = 380 £. Similarly, the capacitance appears independent
of frequency below rcoughly 2 MHz, with a low freguency value
of C, = 200 pF. Above these critical frequencies, boﬁh the
resistance and the capacitance decrease with iIncreasing
frequency. At 1 GHz the resistance and capacitance have
dropped te 25 Q and 20 pF, respectively. When fit to the
simple scaling frequency expressions as given in Egn. 7.2 and
7.3, the high frequency behavior of the resistance and
capacitance give values for the critical exponents of x =
0.35 £ .05 and v = 0.71 £ .05. Hence, above 100 X this gold
percolaticon film displays the expected fregquency scaling ac
conductivity with no apparent temperature effects upon either
the overall scaling behavicr, the low freguency resistance,
or the low frequency capacitance. In addition, there do not
appear to be any effects of temperature upon the critical
frequencies mg above which the ac scaling behavior occurs.
While the high temperature data are unaffected by
changes in temperature, the low temperalbure resistance and
capacitance data, as shown in Figs. 7-2 and 7-3, indicate
that the ac conductivity changes drastically as the
temperature 1a reduced below 100 X, In particular, the
amount by which the resistance changes above a% decreases as
the temperature drops. This is most evident in the data at
23 K where the resistance is constant at all frequencies up

to 1 GHz. While the high frequency scaling behavior
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appears Lo diminish with dropping temperature, the
resistance below the critical scaling fregquency is unchanged
by a reduction in temperature. In addition, the critical
frequency remaing independent of temperature. Hence, only
the high freguency ac resistance above mg‘appears
temperature~dependent. Below 23 K the percolation film shows
no frequency scaling behavior, acting instead like a
homogeneous metal. In terms of the scaling theory, it would
appear that the critical expénent ®, which controls the
resistance at freguency above a%, drops to zero below 23 K.

The capacitance of the gold percolation film below 100
K is depicted in Fig. 7-3. The data indicate that the
capacitance is also very temperature-dependent below 100 X.
Between 50 K and 23 K the capacitance drops by roughly 3
orders of magnitude, but it still appears to scale with
frequency, The critical capacitance exponent appears to
reach a lew temperature limit of y = 1, At 23 K the
capacitance 1s less than the experimental sensitivity of 0.1
pF at all frequencies. As a result, it is impossible to
determine if the capacitance scales with © below 23 K,

The resistance and capacitance data are plotted as a

function of temperature and grouped by frequency in Figs.7-4

and 7-5, respectively. The data clearly suggest that a
"trangsition" occurs in the percolation film which is
characterized by a transition temperature of T, = 35 K. The

effects of the transition begin to =show up in the
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fregquency-dependent conductivity data at roughly 50 X, and
the transition appears to be complete below 20 K. Hence, the
transition width T, is roughly 30 K.

Measurements on a number of other gold percolation
samples show the same general temperature—-dependent behavior
with transition temperatures ranging from 325 K to 40 K. The
do resistances of the samples studied ranged over four orders
of magnitude, from %0 £ to 500 k€, with the 500 kQ sample
being wery c¢lose to the métalwinsulator percolation
threshold. Because the dc resistance scales with the
percolation correlation length, these samples span a wide
range of percolation parameters, ranging from being very
metallic (p =1} to being very nearly non-metallic (p ~Pa) -
As indicated in Fig. 7-6, the critical frequency mg (beyond
which the ac conductivity scales with frequency) ranged from
a low of 100 Hz tc a high of 700 kEHz, In all cases the
temperature dependent ac conductivity is the same, with a
transition near 35K to 40K separating a high temperature
state which displavs scaling ac conductivity and a low
temperature state which exhibits no scaling behavior.
Further, both the dc resistance and the critical freguency
bevond which scaling behavicor occurs are temperature
independent. Only the transition width appears to be
dependent upon the thin film percolation parameters. A rough
cerrelation exists between the do resistance, and hence the

percclation correlation length, and the transition width.
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As sheown in Fig. 7-6, the transition width is an increasing
function of the sample dc resistance. Note that the
transition width does not appear to rise with increasing dc
resistance above Rdc = 1 k£, where T,, appears to saturate at
40 K. Hence, the transition width does not appear to scale
with the dc resistance in as simple a form as doesg the
critical freguency.

The scaling behavior of the high temperature
conductivity in the more reéistive films appears more
complicated than earlier work has suggested.lz In
particular, the low frequency film capacitances appear to be
independent of the film parameters. While the four films
examined here ranged in dc resistance over four orders of
magnitude, the low frequency capacitance (0}<0%) for all
films was 200 pF. Additionally, the frequency-dependent
conductivity in films with low wvalues of wa suggest that
there are two freguency scaling regimes. This is evident in
the room temperature ac conductivity of a film with Rgc=2 -2
k€ and wg = 60 kHz presented in Fig. 7-7. At frequencies
between wg and 2 MHz, the resistance scales with a critical
exponent of x = 1+.05, while the capacitance does not scale
with freguency (y = 0). Above Z MHz, the resistance exponent
drops to x = 0.32%.05 and the capacitance exponent rises to y
= {.8+.05. In both freguency regimes the sum of the critical

exponents is always cne within the experimental uncertainty.
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7.4 Analysis

We Ffirst examine in some detail the thecry which
predicts that a scaling relationship should exist between the
macroscopic properties of a perccelation system and its
underlying microscopic structure. This scaling thecry is
based on the premise that the many physical properties of a
percclation system will scale with the site-filling
probability p in the form !p—pcia,3 where O is referred to as
a critical exponent. The critiﬁal exponents that relate to
the work here are: Vv, the correlation length exponent, U, the
dc conductivity exponent, and B, the infinite network lattice
exponent, The exponent V determines the percolation

correlation length, given by

-V
§~ 1o -p l (7.5)

where & is measured in units of the microscopic lattice
length a. Hence, the correlation length is actually a@.

Previocus TEM studie511

indicate that gold percolation films
have a microscopic lattice size a = 10 nm and a correlation
length of roughly 100 nm, vyielding &= 10. Computer
simulations on two and three dimensional percolation networks
suggest Vop = 1.35 and vy = 0.88.3s13

For p > p., the critical exponent P determines the

probability for a point in the lattice to belong to the
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infinite network, P_{(p). This probability is given by

P_{p) ~ (p - pc>B - gy (7.6)

The low frequency network capacitance C, is also related to B

by

2-Bv 7.7

~ &

O

Computer simulations yield B,n = 0.14 and BBD = 0.4.3 The dc
conductivity depends on the exponent W and v through the

expression

3
o, ~ p-p) ~&

TRV (7.1)

Computer simulations suggest Uop = 1.2 and Map = 2.0.3'13

The low frequency capacitance and resistance are clearly tied
to the percolation correlaticn length. As & result, the
scaling theory directly relates the behavior of R and € at
high frequencies to the underlying nature of the percolation
system through &.

These low frequency results represent averages taken
over length scales Lg much larger than £. On these length

scales, the percolation f£ilm appears homogeneous. As the
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length scale over which the system is examined 1s reduced
below £, its inhomogeneous nature becomes evident. Thus,
when measuring the resistance at Lg > @ the film resistance
should take on a c¢onstant wvalue which reflects the
macroscopic nature of the film (this resistance can be guite
high because the infinite cluster is extremely thin). In the
opposite extreme, with Lg = a, the gold film should act like
a very perfect metal, because on this length scale, the
measurement probes the gold atoms directly. For a < Ly < ﬁ,
the fractal nature of the film will become less evident and
the resistance should drop as Ly approaches a.

An ac signal at a frequency ® will measure the
conductivity over a length L{w) ~ 1/0. Hence, at low
frequencies where L(®) >> &, the resistance should be
independent of freguency. Above a c¢ritical frequency mgf
where L(wg) zﬁ, the signal will begin to probe within the
percolation cluster and the resistance should drop. The
capacitance is expected to behave in a similar fashion. At
(D<w§ the intercluster capacitance will give rise to a
non-zero total capacitance. As the frequency rises above wﬁf
the signal probes more directly the metallic constituents
which form the percolation network, and the capacitance
should therefore drop.

Two separate methods have been employed to characterize
the high frequency behavicor of the resistance and capacitance

in percoclation systems.9'13'14—16 Although the two theories



are based on different starting assumptions, they both
predict that the resistance and capacitance should scale with

frequency in the form

R ~ @ ’ (7.2)

and

C~ ® . (7.3)

The two theories differ only in their expressions for x and
V. In the non-interacting cluster approximation it 1is
assumed that anomalcus diffusion within a percolation cluster
occurs.?/13  This anomalous diffusion comes about because of
the fractal nature of the infinite percolation network. When
performing a random walk on the percolation backbone, the
mean sguare distance traveled will scale with the travel tine

t in the form

) 2/(2 + )
<r (t)>» ~ t , (7.8)

where O 1is related to the critical exponents via 6 = (U-B)/v.
The @ term in Egn. 7.8 results from the self-similar nature of
the infinite cluster; for a non-fractal system, 6 = 0, and
the mean square displacement scaleg linearly with t, as
expected for a non—-fractal, Euclidean system. In two

dimensions the wvalues previously quoted for the critical
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exponents give B8= 0.72. Ry performing a Fourier transzform
and replacing the time in Egn. 7.8 with frequency (t =1/

the frequency dependent length scale L{®) becomes

-1/ {2+8
(@ ~ /e ) . {7.9)

The conductivity is calculated by relating this diffusion
length to ¢ via the Einstein diffusion relation. In the
non—interacting assumption, the c¢ritical expeonents of the

frequency dependent resistance and capacitance become?r 13

X = ——t— = —t (7.10)
v (2+0) 2v—-B+u
and
y = 2v=B _ _2v=B (7.11)
v(2+0) 2v-B+u
These exponents sum Lo one (x + yv = 1) because the frequency

dependence of both the resistance and capacitance are
characterized by the same time scale.0:12  7pese exponents
hold in the critical frequency regime where L(®)>&. From

Egn. 7.9, this critical frequency is given by

- (2 - (2 - v
w§~ 3 (2+0) : (2v + n - By/ _ (7.12)

In two dimensions the values for W, v, and B suggest that the



scaling exponents should be x = 0.32 and v = (.68,
The intercluster polarization approach assumes that
scaling conductivity arises solely from intercluster

effects. 14716

In this model the neighboring clusters are
linked together with an interaction capacitance. As a
result, the critical resistance exponent x is unchanged from

the previous result (Egn. 7.10), while the critical

capacitance exponent becomes

S 5]
V(2+6) - 2v-B+p (7.13)

where & 1is a c¢ritical exponent which characterizes the
polarizability of the system. These two expressions for y
(Egqns. 7.11 and 7.13) are equivalent only if s = 2v — B. It
is theoretically unknown 1if this eguality holds true in all

9,17

dimensions, although it has Dbeen suggested that the

equality 8 = WU may be true 1in two dimensional space.le_zo
With the accepted values for the critical exponenis, this
would give x = y = 0.32, which is in disagreement with the
requirement that x and y sum to one. By reguiring both that
x +yv=1and M = s, x and yv become x = y = 0.5. <Clearly,
measurements of % and y in real systems will indicate which
scaling approach 1s more correct.

We now compare the high temperature ac conductivity

measurements to these scaling theories. The results



266

presented in this work agree with the scaling theories in
that the resistances and capacitances do scale with frequency
past a critical frequency which scales inversely with the dco
resistahce. Throughout the critical frequency region, the
critical exponents do roughly sum fo one {(experimentally = +
y = 1.04.2). Above 1 MHz the critical exponents are roughly
given by 2 = 0.3%x.05 and y = 0.7%x.05, in excellent agreement
with the non-interacting cluster assumption. As the data in
Fig. 7-7 indicates, films witﬁ wg < 1 MHz also display an
intermediate freguency region where x = 1 and y = 0, in
reasonable agreement with the interacting cluster assumption.
This compares favorably with earlier low freguency
measurements that were performed on these filma.l2 That work
found x = 0.85+.05 and v = 0.13x.05 below 10 MEz. Thus, it
would seem that intercluster effects appear important at
intermediate frequencies (w§< W< ~1 MHz), while anomalous
diffusion is more important at high freguencies. A scaling
theory which unifies these two scaling mechanisms has yet to
be developead.

The scaling theory makes a number of other predictions
about the physical properties of these films. The theory
suggests that mg should inversely scale with Ry., and this is
confirmed by the data shown in Fig. 7-6. While the genersl
scaling relationship appears to hold, the measured exponent
(—0.82) digsagrees with the predicted exponent (-1.66). The

scaling theory also cannot account for the fact that the low



frequency capacitance 1is completely independent of Ry..
Thus, although the predicticns of the scaling theory are
borne out fo some extent by these results, the theory cannot
account for all aspects of the high temperature data.

We now discuss the low temperature results. Below 100K
the resistance and capacitance become very temperature
dependent. A transition from a high temperature state
displaying scaling ac conductivity (x,y # 0) to a low

temperature state displaying no apparent scaling behavior

occurs near t,. = 35 K. This low temperature state is
characterized by frequency independent resistance {(x = 0) and
zero capacitance (C 1s certainly less than (.1 pF). While x

and C are very temperature-dependent, the dc¢ resistance and
the critical frequency remain unaltered by changes in
temperature. It would appear that these results cannot be
accounted for by the scaling theory.

Near T, it appears that scaling may still occur in
these films. In the temperature range near T, (T,-T,/2 < T <
T.+tT,/2), the resistance exponent drops to zero while the
capacitance exponent y appears to rise to one. Hence x + y =
1 in this temperature regime. This suggests that scaling may
still occur in the low temperature atate, and it i1is not
observable there only because the capacitance is no longer
measurable (C < 0.1 pF).

In order for the scaling theory to account for this low

temperature behavior, the critical exponents W, Vv, and P must
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be altered near and below T,. The theory can give the proper
conductivity exponents (x = 0 , y = 1) if we assume j = 0,
While the changes in x and y can be accounted for in this
way, the scaling theory would then suggest that wg, Rger and

C.. should change in ways that are totally inconsistent with

o
the data. Specifically, with p=0, Ry, should drop to zero,
ma should increase, and C, should stay wunchanged. In
actuality, both Ry, and mg are independent of temperature,
while C, drops from 200 pF at 100K to < 0.1 pF at 23 X.
Rccording to Egn. 7.12,' the theory can force mg to be
constant if we assume both that It goes to zero and B becomes
B - W, but the theory then incorrectly predicts that Rge
should drop to zerc and C, should increase. Thus, the
theory of freguency scaling ac conductivity breaks down at
low temperatures. This is somewhat surprising in light of
the fact that the theory does not consider temperature
effects, and from this it might be assumed that it should
work best in the low temperature limit. In actuality, it
appears that the theory only holds true in the high
temperature limit.

The scaling thecry was originally intended to model the
behavior of abstract percolatlon systems that are "Created”
in computer simulations. In these simulaticns, the clusters
consist of groups of non-physical points 1ying in a two
dimensional lattice. In the gold £films, these clusters

consist of mounds of geold atoms. Certainly, the gold atoms



are physically far more complicated than the simulated
abstract points. Hence, there will be a number of physical
attributes of these filmeg which do not exist in computer
simulations. In particular, the gold films will not be
entirely two dimensional; these films have thicknesses that
range from 6 to 10 nm while the percolation correlation
lengths are roughly 100 nm. Hence, these clusters are
(microscopically) three dimensicnal objects. In additicen,
the gold atoms will congregate“together within the clusters
in an ordered manner. Further, temperature effects will
cause phonons to exist throughout the film. There may also
be interactions between the substrate and the metallic atoms
which may be temperature-dependent (note that the temperature
behavior of the ac conductivity cannot be ascribed simply to
contractions of the substrate, which might occur with
dropping temperature, because this would also necessitate
changes in Ry, and wir none of which match the data). All of
these many physical aspects of the gold films are not
considered in the scaling theory. While these underlying
physical attributes may not be important when studying the
film's structural nature (TEM work show these films to appear
self-similar in exactly the same way that simulated
percolation networks do),ll they may have a profound
influence upon the film's dynamical behavior. Hence, the
physical, "non-ideal" nature of these gold percolation films

presumably must account for the highly temperature—dependent
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behavior exhibited by their ac conductivity below 100 K. The
fact that some scaling (x =0, v = 1) still occurs near Ta
suggests that, by carefully taking the physical attributes of
the films into account, a properly modified version of the
scaling theory may be able to account for this low

temperature behavicr.

7.5 Conclusions

The temperature dependent éc conductivity of these gold
percolation films show that the conventional scaling theory
breaks down at low temperatures. In the high temperature
regime the theory 1s in accord with the measured data,
indicating that anomalous diffusion gives rise to scaling ac
conductivity above 10 Miz. Below 100 K, the resistance and
capacitance no longer show conventional scaling behavior.
This cannot be acccunted for by any of the scaling theories
which attempt to describe percolation systems. It is
possible that this behavior can be accounted for if the
physical attributes of the films are included in a modified
scaling theory. The fabrication and study of percolation
films made from materials different from those used here
could give insights into the exact nature of the physical

film properties which contrel the low temperature behavior.
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Chapter 8: Transport Properties of the

Superconducting Oxide TLaq ggSrp 15Culy

8.1 Introduction

In this chapter we examine the transport properties
(HEall and Seeback effects) of the superconducting
lanthanum-copper-oxide material La1_858r0_15CuO4.1 The
alloyed conducting lanthanum-copper-oxides Laop_. M., Cu0, (M=Ba,
Ca, Sr) were first shown to be high temperature
superconductors at T, ~ 40 K by Bednorz and Miller.? 1In
addition to their spectacular high-T, superconducting
properties, these materials also have a highly anisotropic
electronic structure. The lanthanum-copper-oxides form in a
tetragonal K,NiF, perovskite lattice. The lattice parameters
have been found to be a strong function of the dopant
concentration x; in the range of interest here (x = (0.15),
the lattice parameters are: a = b = 3.8 A, and ¢ = 13.3 A.3/4
Electronic conduction occurs in the copper-oxide planes.
These planes are widely separated £from each other by
intervening lanthanum (or dopant) atoms. The separaticn
between these conducting planes is roughly c/3 = 4.4 A.
Hence, the electronic structure of this material is strongly
two dimensiocnal in character. The yittrium-copper-cxides,
which have transition temperatures of up to 100 K, are even

more anisotropic than the lanthanum-copper-oxides. This
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strongly suggests that the high superconducting transition
temperatures exhibited by these materials are critically
related to their inherent anisotropic electronic structure,

Since the initial discovery of high-T,
superconductivity in the copper-oxides, a mammoth amount of
research has been initiated to fully characterize these
materials, and to understand the mechanisms responsible for
their relatively high temperature superconducting state. It
has been suggested that the matérials in this class with the
"best™ superconducting transition (highest transition
temperature and narrowest transition width) are obtained when
7.5% by weight of La in LayCuly is replaced with Sr.5: 6
Related studies have examined the normal and superconducting
states of both LayCuly and Lay M Culy. These include
investigaticns of the transition temperature,7f8 the critical
field,9 the band structure,lofll and the energy gap.l2
Although novel mechanisms for the high-T. superconductivity
have been suggested,l3'14 recent oxygen lsotope-—-effect
experiments indicate that for La; ggSrgy 15Culy normal BCS
mechanisms (i.e. phonons) play an important role in the
electron pailring responsible for superconductivity.l5

We have attempted to more fully characterize the normal
and superconducting state properties of Laq ggSry_15Cu0y
through electrical-resistivity, Hall-effect, and
thermcelectric-power (TEP) measurements, performed between

4.2 and 300K, Below *the superconducting transition
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temperature TC=38K, the behavior of the resistivity, Hall
affect, and TEP are generally as expected for a
superconductor. In the normal state above T., the transport
coefficients indicate positive charge carriers with a
concentration n = 6x10%% cm™3. The TEP behavior above T, is
unconventional and suggests unusual phonon-~drag effects. The
Hall constant shows a sharp anomaly near T, which may be

indicative of granular superconductivity.

8.2 Sample preparation and experimental techniques

Samples cf Laj gs5Sr(g_ 15C0uly were prepared by combining
stoichiometric proportions of Lajy0s, Cul, and SrCO3 and
heating the mixture to 11C00°C for 5 hours. The mixture was
then re-ground and pressed into a pellet and sintered at
1100°C for 24 hours. After sintering, the polycrystalline
sample was glowly cocled to room temperature. X-ray powder
diffraction analysis confirmed that the samples were single
phase, with the tetragonal perovskite structure. Magnetic
susceptibility measurements performed on a SQUID magnetometer
indicated a volume susceptibility of Y=-4x1072=0.5(-1/47),
guggesting that approximately 50% of the sample behaves as a
bulk superconductor.

Tlectrical-resistivity measurements were performed
using an ac four-terminal method with indium current leads
and silver-paint voltage probes. The Hall effect was

16

measured via a five-contact method, where a low-Ifrequency
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ac (200 Hz) current source and three current contacts are
used to null the zero magnetic field misalignment voltage.
The small Hall signal was detected with a low nolse impedance
matching transformer and a lock-in amplifier. The Hall
effect was measured on samples with typical dimensions of 5
mm % 2.5 mm x 0.15 mm. Flectrical contacts were made by
uging low melting point indium~tin solder and ultrasonic
soldering techniques. The thermoelectric power was measured
by using a slow ac heating téchnique.17 Small samples,
typically 2 mm x 0.5 mm x 0.2 mm, were mounted in a vacuum
between a pair of crystalline guartz blocks, and 1-mil gold
wires were attached to the sample ends with ultrasonically
soldered InSn and Ag paint. Both gquartz blocks were wrapped
with separate manganin wire heaters which were used to ramp a
temperature gradient of wvarying magnitude and direction
across the sample. The tenmperature gradient was monitored
with a chromel-constantan thermocouple. The thermoelectric
voltages across both the sample-gold and chromel-constantan
thermocouples were anmplified with a pair c¢f low=-nocise

amplifiers and then detected with an X-Y chart recorder.

8.3 Experimental results

Figure 8-1 shows the sample resistance measured between
50K and 20K. The initial deviation from the high-temperature
behaviocr occcurs at T°c=41 K, the midpoint of the transition

is at T.=38 K, and the resistance is =zero Dbelow 33 k. The



175

15 |- L2y 557 1554%% , .

ot

O
I

|

resistance (mQ)

l
20 30 40 50

temperature (K)

Fig. 8-1. Resistance of Laj _ ggSrp_ 15Cu0,; near the 38 K

superconducting transition.
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transition width (90%-10%) is approximately 2 K. These
results are In agreement with previous studies on
Lay g55rg,15Cu0;-

The results of Hall-effect measurements between 300 and
4.2 K at a magnetic field strength of 10 XG and a current
density of 0.23 A/cm® are shown in Fig. 8-2. The Hall
censtant Ry is positive at all temperatures above T.. Ry was
found to be linear both in field strength (up to 10 kG) and
current density {(up to 0.23 A/cmz) at all temperatures
examined in this study. The Hall constant Ry is 1.0x107°
m3/C at room temperature, and it rises linearly as the
temperature drops towards the superconducting transition
temperature, taking on a wvalue of 1.8x10”2 m3/C at 45 K. A
large anomaly in the Hall voltage is seen at the temperature
where the onset of the superconductivity transition is seen
in the resistivity. As shown in the inset to Fig. 8-2, the
Hall signal doubles in a span of 2 K, reaching a value of
3.5%x1079 m3/C at Thax=38 K. At temperatures below Ty., the
Hall wvoltage drops towards zerc as expected for a
superceonductor. We note , however, that between 35 and 32 K
the Hall voltage appears to overshoot zero slightly, taking
on nennegligible negative values with a maximum of -0.12x1072
m3/C at 33.8 K. Below 32 K the Hall voltage is zero to
within the experimental sensitivity of 0.01x1079 m3/C.

The thermoelectric power of La; ggSrp 15Culy at

temperatures between 4.2 and 300 K is presented in Fig. 8-3.
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The thermopower is positive at all temperatures, with a room
temperature value of +14.2 uv/K. The TEP displays a broad,
concave-downward hump centered at 150 K, where the TEP is
+20.5 Wv/K. Below 150 K the thermopower slowly drops with
temperature and reaches a value of +11 pv/K just above the
superconducting transition. As shown in the inset to Fig.
8-3, the TEP drops abruptly to zero around T,. Below 34 K
the thermopower 1is zero to within experimental uncertainty.
The large error bars in the low;temperature data are due to
the uncertainty in the thermopower of the gold wire used in

the measurement apparatus.l8

This uncertainty arises from
the large phonon-drag peak which occurs in gold in this
temperature region. Because the exact magnitude and location
of the peak 1is gquite dependent on impurity levels,
manufacturing methods, etc., for the gold wire, and since the
majority of the thermopower voltage comes from the gold wire

when the sample is in the superconducting state, a large

error can result.lg

8.4 Analysis

We analyze the Hall effect and TEP results above T, in
terms of the semiclassical model with a single band. For a
single band with a general, anisotropic relaxation time 1T and
a local average Fermi-surface radius of curvature (1/p) the

Hall coefficient will be20
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2 2
1 J»c (k)yv_ (1/p) ds

R, = .1
. = > ' (8.1}

([ e o)

where v 1s the Fermi wvelocity. With isotropic electron

gscattering and a spherical Fermi surface, this reduces to the
familiar 1/nec with a positive value for a hole-like Fermi
surface and a negative value for an electron-like surface.
Hence, the Hall effect measures both the sign of the carriers
and the nature of the electron scattering; any unusual
temperature dependence generally signals that unusual
electronic scattering is taking place.

The diffusion thermopower 1s related to the dc

electrical conductivity ¢ in the semiclassical model by21

kZT

% B

g = e —m—
3

0 0'(EF)/G(EF) ' (8.2}

le|

where the derivative 1s made with respect to energy and is

evaluated at the Fermi energy Eg. The conductivity can be

related to Fermi-surface parameters ag??

e
g = 5 T(EF)VSF ' {(8.3)
6T h
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where Sp is the Fermi-surface area and h is Plank's constant.
The sign of the thermopower will indicate the sign of the
majority carrier because of the Sy term in Egs. 8.2 and 8.3.
Furthermore, the diffusion thermopower is expected toc be
linear in temperature; any deviaticn from linearity
indicates that special electronic scattering processes are
occurring. In addition to the diffusion thermopower there
may exist a phonon-drag thermopower contribution which can
give a larges enhancement to the total TEP at roughly 1/5th to
1/10th the Debye temperature 6p. This phonon-drag
enhancement usually shows up in the TEP as a large peak in
the thermopower voltage at low temperatures. Hence, the
thermopower of a "normal" metal will be iinear in temperature
at high temperatures and may exhibit a phonon-drag peak near
T=0,/10. In La; ggSrq. 15Cu0,, Op=413 K.2%3

Within the confines of the semiclassical medel, both
the Hall effect and thermopower indicate that
Laq g5Srg 15Cu0, conducts via holes. The Hall-effect data
suggests a hole concentration of 6.0x1021 cm—3, or 1.15 holes
per unit cell, at room tfemperature. This wvalue can be
compared to the number to be expected based on simple
structural arguments, The unit cell for La,_,Sr,Cu0, has a
volume of © = 192 A3. It contains 4-2x lanthanum atoms
(valence +3), 2x strontium atoms ({(valence +2), two copper
atoms (predominately valence +2)24,25, and eight oxygen atoms

(valence -2). Therefore, the number of charge carriers per
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unit cell will be N, = 2x (holes), and the predicted charge

concentration is

P (8.4)
9 .
With = = 0.15, the predicted carrier concentration is

1.6x1021 cn™3 (0.3 holes per unit cell), off by a factor of
3.8 with the measured value of 6.0x1021 cm™ 3. The
theoretical prediction was Dbased on the assumpticn of a
simple, spherical Fermi surface. The large discrepancy
between the predicted and measured values indicates that this
assumption is not valid. Indeed, this is not surprising in
light of this material's strongly anisotropic nature.

The lack of features in the temperature dependence of
the Hall voltage well above the transition region is typical
of metals and appears to indicate that no novel anisotropic
temperature—dependent electron scattering occurs in this
material. Howsver, the TEP in this temperature region is far
different from that expected for a simple metal. In
particular, the Seeback voltage is very nonlinear with
temperature and the large, broad hump centered about 150 K
appears to be both tco wide and at teco high a temperature to
be ascribed teo the usual phonon-drag effect. We note that
similar unusual TEP results have been seen in such wvaried

materials as the linear chain metal TaSeq and Uranium
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intermetallics,26'27 but as yet there is no clear explanation
as to its cause. The Hall data for La) ggSrg_ 15Cu0y clearly
show that no unusual electron scattering 1s cccurring above
50 K; Thence, the TEP results must be attributed to something
other than simple electron scattering effects. It is
possible that the broad hump is a manifestation of special
phonon-drag scattering that can only cccur when a
temperature gradient exists across this material. Elasticity
measurements<® on La1.858r0.15cﬁ04 indicate unusual lattice
softening effects: it is possible that soft modes could
couple to the charge carriers under a temperature gradient
through phonon-drag scattering.29

The large, distinct anomaly at the onset of the
superconducting transition which occurs in the Hall voltage
is reminiscent of that seen in materials undergoing a

30 This is apparently not the

structural phase transition.
case here because no corresgponding ancomaly appears in the
thermopower. The TEP in Laq ggSry 15CuCy instead abruptly
drops to zero near T,, whereas the Hall voltage first sharply
rises to double its value and then falls to zero as T 1is
lowered through T,. It is evident that the Hall anomaly must
be a result both of the onset o¢f the superconducting
transition and the magnetic field. In particular, if
superconductivity first occurs in isolated, 1localized

granules, the expelled flux could drastically increase the

magnetic fileld in the normal regions resulting in a large



enhancement of the Hall veoltage. As the temperature drops
further, these superconducting granules should grow in size
until a percolation threshold is surpassed at which point the
granules Join to form complete sections of "bhulk"
supercoenductor. When this occurs the matérial would act like
a conventional superconductor, giving rise to a turn around
towards zero in the Hall veoltage. This scenario of granular
or inhomogeneocus superconductivity is particularly plausible
in light of the fact that thesé-ceramic oxide materials are
somewhat porcus in nature; hence, inhomogeneities are likely.
Both the thermopower and the Hall voltage drop to zero below
the superconducting transiticn in accord with the behavior
expected fcr a superconducting ground state. The Hall
voltage appears to overshoot zero between 32 and 35 K; this
could be another result of the inhomogenecus nature of the
sample although it could also be due to the type II nature of
this superconductor. Below 32 K the Hall voltage is clearly

Zero. 31

8.5 Conclusions

The EHall effect and thermopower of Laq ggdrg, 15Cu0y
show the material to be hole-like in its normal state. The
Hall voltage indicates that there may exist granular or
inhomogeneous superconductivity in this material. Although a
good deal of experimental and theoretical research has been

done on granular superconductors32 we are not aware of any
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studies of the Hall effect in these types of materials. The
development of a theory to describe the Hall effect near the
onset of superconductivity in a granular superconductor would
be a fruitful line of research. The thermopower suggests
that novel phonon-drag scattering pxoéesses occur in the
normal state of La; ggSry 15Culy in the presence of a
temperature gradient. The results below T, are in accord

with a superconducting ground state in Laj ggSrp 15Culy.
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Chapter 9: Conclusicns and

directions for future research

In this report we have examined the electronic
transport properties of a number of low dimensicnal
materials. We now briefly summarize the chief findings
presented in this report and discuss possible directions for

future research.

The narrow band noise (NBN), thermopower, and ac
conductivity measurements performed on NbSes crystals in
externally applied magnetic fields provide strong evidence to
suppoert the proposition that magnetic field induced carrier
conversion occurs in this material. These experimental
findings suppori the theory concerning magnetic field effects
on the electronic structure of density wave systems first

propcesed by Balseiro and Falicov.l

The ac conductivity data
also indicate that the conventicnal impurity pinning
mechanisms responsible for charge density wave (CDW) dynamics
ars altered by externally applied magnetic fields.

While the conductivity measurements clearly indicate
that CDW dynamical behavior is subtly altered in the presence
of external magnetic fields, further work is needed to fully
understand this effect. In particular, 1t would be

werthwhile to perform a wide range of dynamical CDW

experiments on NbSey crystals in an applied magnetic field.
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These experiments should include ac conductivity measurements
at frequencies above 1 GHz as well as an examination of
interference phenomena in the presence of combined ac and dc
electric fields. It would also be useful to examine the
carrier-conversion process in fields greater than those used
here (80 kG) in the hopes of observing a saturation in this
effect. More direct measurements of tThe magnetic field
induced enhancement of the CDW order parameter via =x-ray
diffraction, CDWMinsulator"supé¥conductor tunneling, or NMR
experiments (analogous Lo those performed in the absence of a
magnetic field)2—4 would also be informative. Lastly, it
would be useful *to examine other partially gapped CDW
materials for anomalous magnetoresistance behavicr to see

whether or noct NbSey 1s unigue in exhibiting these magnetic

field induced carrier conversion effects.

The temperature gradient Shapirco step experiments
performed on NbSes crystals show that applied thermal
gradients act to break CDW crystals intco multiple phase
velocity coherent domaing while appiied rf signals act to
increase CDW coherence. When the mode locked steps are split
by a temperature gradient, the structure of the resulting
Shapiro step spectrum supports the notlion that narrow band
noise oscillations are a bulk effect. In additicn, the
predictions of a simple bulk-based phase siip model of

temperature gradient effects on NBN cscillations agree both
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qualitatively and semi-guantitatively with the many
tempaerature gradient effects observed in NbSe3.5 Hence, both
the theoretical and experimental results presented in this
report support the view that NBN oscillations stem from bulk
interactions.

Thus far, NbSey is the only CDW material whose NBN
response has been examined in an applied temperature
gradient. Because NbSez is unique amongst the many CDW
conductors which display collectgve effects in that its Fermi
surface 1s only partially gapped by the two Peierls
transitions that it undergoes, it would be informative to
perform similar temperature gradient experiments on
completely gapped CDW materials [TaS3, the blue bronzes,
(TaSey) 21, etc.] to see what role normal carrier screening

has on charge density wave domain coherence.

The temperature gradient and domain lccalization
experiments performed on switching samples of pure and iron
doped NbSej indicate that the large varilation in switching
crystal I-V characteristics originates in differences in the
distribution of the switch-causing ultra-strong impurities.
The way in which these I-V characteristics evelve in an
increasing temperature gradient also suggest that strong
coupling can exist between neighboring switching domains.
Careful materials research, as well as TEM and microprobe

analysis, is needed to determine the microscopic nature of



the impurities which are the underlying cause of CDW

gwitching behavior.

By examining extremely thin samples of Ky 3MoC3, we
have shown that this material can exhibit strongly coherent
sliding charge density wave Dbehavior. This coherent CDW
response in turn leads to a variety of interference effects
when high quality single crystals are studied in the presence
of combined ac and dc¢ driving eiectric fields. The general
features of these interference effects can be described by a
simple single degree-of-freedom classical model. The
underlying interactions within the CDW (i.e., internal
degrees of freedom) manifest themselves as subtle variations
in the observed interference response.

It would be worthwhile to extend these measurements by
examining the ac-dc interference effects displilayed by
strongly coherent Ky 3MoO3 samples as a function of
temperature. Since the CDW damping in Ky 3MoO3 is strongly
temperature dependent and diverges as T goes to zero,6 the
general features of the ac-dc interference phenomena
displayed Dby this material should also be strongly
temperature-dependent. It would also be informative to
examine the predictions of the single particle classical
model at resgsonance to see if this simple model can account
for the -n/2 phase shift present in the experimental data at

resonance.,
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The transport properties of polycrystalline URupSig
samples show strong evidence for both general heavy Fermionic
behavior as well as a Fermi surface based transition at Te =
17.5 K. Above 17.5 K, both the Hall and thermopower
coefficients of URuyS8i, reflect the unusual nature of f-band
conduction electrons. At 17.5 K, both transport properties
indicate that a sizable portion of the charge carriers are
removed from the conducticn band, presumably due to a spin or
charge density wave transition.

While these transport measurements clearly indicate
that a Fermi surface-based transition occurs at 17.5 K, it is
impossible to determine the precise nature of the
intermediate state. To do so, good gquality URu;8i, single
crystals must first be synthesized. X-ray diffraction
experiments performed on crystalline samples should be able
tco determine whether or not the 17.5 K transition leads to
the formation of a charge density wave. As a test for the
presence of a depinnable CDW, it would also be worthwhile to
perform pulsed dc conductivity measurements on single
crystals in the hopes of observing non-linear dc

conductivity.

The temperature dependent ac conductivity measurements
performed on self-similar thin geld percoelaticn films show

that the conventional percolative scaling mechanisms break
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down at low temperatures in real fractal systems. Regardless
of the specific gold film parameters, these films display a
fransition near 40 XK that separates a high temperature state
which exhibits scaling ac conductivity and a low temperature
state which no longer shows signs of conventicnal scaling
behavicr. To determine if this "transition”™ is due to the
physical attributes of the system it would be worthwhile in
the future to fabricate and study percolation films made from

materials different from those used here.

The Hall effect and thermopower o©f Laj gg5Srp 15000y
indicate that this material is hole-like it its normal state.
The Hall effect data alsc shows evidence for granular or
inhomogeneous superconductivity in the polycrystalline
samples examined here; this possibility is not surprising in
light of the porous nature of the ceramic samples which we
studied. The thermcpower also suggests that unusual
phonon-drag scattering occurs in the normal state of
Laq ggSry_ 15Cuby. Below T, the transport properties are in
accord with a superconducting ground state in this material.
A great deal of materials and physics research is still
needed before we can hope to understand the relatively high
supercenducting transition temperatures exhibited by these

ceramic-oxide materials.

In this report we have examined the electronic
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transport properties of a number of novel materials. These
have included the quasi-one-dimensional materials NbSey and
Kqg 3Mo03 which suffer Peilerls transitions which lead to the
formation of a CDW greound state, display collective mode
transport phenomena, and, in the case of NbSe3, undergo
unusual magnetic field induced carrier conversion. In
addition, we have studied the heavy Fermion ccmpound URuzsiz,
which undergoes a Fermi surface-~based transition at 17.5 K; a
¢lass of wunusual, sub two—diménsionai gold fractal films
which display frequency scaling ac conductivity above 40 K;
and the planar ceramic-oxide La, g5Sry 15Cu0, which suffers a
superconducting transition at the unusually high temperature
of 40 K. Clearly, all these novel materials display very
uncommon electronic transport properties, all of which can be
directly attributed to the low dimensional electronic and/ox

spatial structure of these unusual systems.
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