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Abstract

The superconducting condensate-lattice and charge density wave
(CDW)-lattice interactions have been investigated using isotopic
substitution, elasticity studies, and electrical transport.

In the oxide superconductor, YBapCu3zOy, an extremely small, but
finite, transition temperature (T) shift was found with 180 substitution. «
= (.019£0.004 where T~M-® and M is the isotopic mass. The small o
indicates that superconductivity in YBapCu3O7 cannot be explained within
a standard three-dimensional phonon-mediated pairing model.

A varijety of single crystal high-temperature superconductors
(HTSC's) have been explored with vibrating reed techniques to investigate
the possibility of a structural instability underlying the superconducting
transition. For YBapCu3Oy, a small softening of the Young's modulus (Y)
is detected at T.. An associated slope anomaly in Y suggests a structural

instability similar to that found for the A-15 materials. No softening at T,



“was detected for BipSrpCaCuy0Og or Tl-Ba-Ca-Cu-O, and, though the Tl-Ba-
Ca-Cu-O also showed a large slope anomaly, no such effects were seen for
BisSroCaCuy0Og. In addition, the elastic properties of Al-doped YBayCu3zOy
and oxygen defident BizSroCaCus0g.y were also investigated.

In the CDW material, NbSes, elasticity studies indicate some carrier
conversion in the lower CDW state with applied magnetic field (H). The
data show no evidence for any additional H-induced phase transition.
The sample length (L) of a second CDW material, TaSs, demonstrates a
remarkable dependence on applied bias field (E) and time. Bias field effects
are orders of magnitude larger than that for comparably sized commercial
piezo-electrics. These length changes are interpreted as being directly |
caused by changes in the CDW metastable state.

Elastic CDW models used to account for many CDW properties, such
as those described above, fail to explain the broadband (BRN) associated
with CDW conduction. The role of phase slip in producing BBN was
studied by inducing macroscopic phase slip centers (PSC's) with applied
temperature gradiehts. The thermally induced PSC's do not generate
appreciable BBN. The data indicate some independence of the noise
sources distributed in the sample; however, particular COW metastable

states may also generate substantial BBN.
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Chapter 1: Introduction

Low-dimensional electronic systems are presently the center of
tremendous experimental and theoretical research. With the discovery of

charge-density wave (CDW) materials! 2

and high-temperature
superconductors (HTSC's),>® as well as the advent of clean quantum
confined systems, new highly-correlated electronic states can now be
investigated. In each of these systems, a high temperature state exists in
which the charge carriers are well described by a nearly free electron
model. Below a particular transition temperature (T¢), the electrons
condense and the system evinces startingly different properties.

In CDW materials, charge carriers on either side of the Fermi surface
hybridize, producing a spatial modulation of the carrier density
concomitant with a modulation of the underlying lattice. For this phase
transition to occur, there is a trade-off between the energy lost by the
conduction electrons and the energy gained by the distorted lattice. The
reduced dimensionality ensures that there are nearly planar sections of the
Fermi surface and that many electronic states have their energies reduced
by the modulation. For most models of the HTSC's, the conduction edge
charge carriers also hybridize for temperatures, T < T.. The resulting
condensate is well described by paired conduction edge states. While
theorists have suggested many possible pairing mechanisms, the proper
description has yet to be determined. Indeed, the role that reduced
dimensionality, arising from the 2-dimensional Cu-O planes endemic to

all HTSC's, plays in pairing the electrons is still poorly understood.



For both HTSC's and CDW materials, the properties of the electronic
condensate and underlying lattice are intimately linked and the lattice
provides an excellent tool to determine the characteristics of the
condensate. Altering the lattice, by applying strains,” introducing
interstitials,® or exchanging one isotope for another,’ directly affects the
condensate as evidenced by changes in its transition temperature,
conducting properties, and magnetic characteristics. Conversely, the
formation of the CDW? or superconducting state!! affects the interionic
potentials and elastic properties of the underlying lattice. a

This thesis describes a diverse set of experiments which probe the
CDW and superconducting condensates using the static and dynamic
properties of the lattice. These experiments fall into two general
categories: isotope effects in HTSC's and elastic properties of both HTSC's
and CDW materials.

The effect that changes in the isotopic mass have on T has had
tremendous importance in demonstrating phonon-mediated pairing in
the conventional superconductors. Chapter 2 provides an overview of the
isotope effect in conventional superconductors and HTSC's. Several
experiments on the HTSC YBaxCu3O7 (YBCO) have yielded disparate
results; the variation between their measured isotope shifts hampers the
discrimination between the various proposed pairing mechanisms in
these compounds. Chapter 3 describes our experiment which resolves
some of the previous ambiquities and yields the most accurate
determination to date of the isotope effect in YBCO. The small measured
shift demonstrates that superconductivity in YBCO cannot be explained

within a standard 3-dimensional phonon-mediated pairing model.

3



Elastic measurements further probe the interplay between the
superconducting state and the underlying lattice. For the A-15
compounds, elastic measurements have been essential in demonstrating
the importance of structural instability for superconductivity.!?> Chapter 4
summarizes the variety of experimental techniques used to study the
HTSC's and CDW materials. A vibrating reed apparatus designed to give
the best compromise between sensitivity and experimental ease is
particularly considered. Chapter 5 describes an investigation of the elastic
properties of YBayCu3zOy, BipSrpCaCuy0Og, and Ti-Ba-5r-Cu-O. Using an
extremely sensitive vibrating reed apparatus, we confirm the second order
nature of the superconducting phase transition in YBCO. The lattice
softening, predicted to occur at T, is resolved for the fix-'st time. There is
some evidence for incipient structural phase transitions in the Young's
modulus of these materials.

The remaining three chapters describe measurements on the elastic
and electrical properties of CDW materials. Chapter 6 details an
investigation of the effect of magnetic fields on the elastic properties of the
CDW material NbSe3z. Magnetoresistance studies have indicated
substantial magnetic conversion of conduction electrons into the CDW
state and the possibility of an additional phase transition.’®> The Young's
modulus anomalies associated with the upper (T = 144K) and lower (T2
= 59K) CDW ftransitions are clearly evident. The critical exponents at these
transitions are not adequately described by existing theories of CDW
elasticity. While the Young's modulus is extremely sensitive to-applied
magnetic field, it evinces no evidence for carrier conversion or additional

phase transitions.



Chapter 7 describes a more direct measurement of the elastic
properties of the CDW condernsate. The sample lengths of TaS3 crystals
demonstrate a remarkable dependence on applied bias field and time. The
bias field effect is orders of magnitude larger than that for comparably
sized comumnercial piezo-electrics. These length changes are interpreted as
being directly caused by changes in the CDW metastable state. A simple
model describes many qualitative features of the experiment; however,
changes in existing theories of CDW elasticity are required to explain the
large magnitude of the effect.

The elastic nature of the CDW condensate affects not only the sample
Young's modulus but also the electrical conduction properties. The
existence of a finite depinning field is immediate evidence that the CDW
can be stretched and deformed. The sliding CDW, because of its
deformability, produces both sharply peaked high frequency noise (narrow
band noise or NBN) and broader, 1/f-like, low frequency noise (broadband
noise or BBN). Numeric and analytic simulations have demonstrated
that NBN should exist for any elastic system with many degrees of
freedom. However, the cause of BBN remains an open question. One
model suggests the BBN arises from microscopic 'tears' or phase slip
centers in the CDW condensate.!* Chapter 8 describes an experimental test
of this hypothesis in which a temperature gradient is placed across NbSe3
crystals, inducing the formation of phase slip centers. These macroscopic
phase slip centers app;:ar soft in that they convert phase without

generating appreciable BBN.
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Chapter 2: Overview of the Isotope Effect

2.1 Introduction

The spectacularly high transition temperatures of the newly
discovered classes of oxide superconductors}"4 have resulted in
suggestions that the superconductivity in these materials may be
fundamentally very different from that of "conventional”
superconductors. The Bardeen-Cooper-Schrieffer (BCS)® theory of
phonon-mediated electron pairing may not be adequate to explain
superconductivity within these new materials. Shapiro step experiments‘5
on Laj 855r0.15Cu04 and YBaxCu3O7 (YBCO), which exploit intrinsic ac
Josephson effects within polycrystalline specimens, have clearly indicated
that a fundamental charge q=2e is associated with the superconducting
state. Although most researchers believe that this result demonstrates that
electron pairing does occur, the specific pairing mechanism (phonon or
non-phonon) is generally considered to be an open question. The
remainder of this chapter is organized as follows: Sect. 2.2 reviews the
basic theory of the isotope effect in conventional superconductors. Sects.
2.3 and 2.4 give the historical background of isotope effect measurements
in YBCO and other high-temperature superconductors (HTSC's),
respectively. Sect. 2.5 summarizes what requirements must be met to

accurately determine the isotope effect.

2.2 Isotope effect in conventional superconductors
The dependence of the superconducting transition temperature T¢ on
isotopic mass M in the host lattice has been one of the most revealing tests

for phonon-mediated pairing. The original isotope effect experiments7 in



elemental mercury showed that T~M"¢, with a=0.5. This discovery
provided one of the important clues which resulted in the BCS theory of
superconductivity. According to the simple BC5 model,

Te=113%opexp (-1 /&) (2.1)
where wp is the Debye frequency and A is the electrori-phcnon coupling
constant. In a harmonic solid A does not depend on M, but wp ~ M-1/2

which implies T ~ M-1/2. When Coulomb repulsion is included with the

attractive electron-phonon interaction in a two-square well model,® ?
Te=1.13fwpexp (-1 / (A-p7)) (2.2)
and =1/ (1-(x"/ A-a")2) (2.3)

where P" is the renormalized Coulomb repulsion. The analytic
expressions reflect the assumption that A < 1, the weak-coupling limit.
From (2.3), & may be reduced from 0.5 and assume negative values. In the
strong-coupling limit (A 2 1} of BCS isotropic phonon-mediated pairing,
the simple analytic expression (2.2) for T¢ is no longer accurate and T¢
must be calculated from an integral equation. Even in this case, however,
@ can be no greater than +1/2.

Indeed, isotope studies in conventional superconductors find o ranging
from 0.5 (mercury) to -2.2 (a-uranium).!? terestingly, for zirconium and
ruthenium, a = 0, which can be shown to be consistent with phonon-
mediated electron pairing if one assumes a two square well model and
takes into account specific normal state and superconducting properties of
the individual materials. For the strong coupled elemental

superconductors (Hg, Pb), « is found to approach 0.5.



2.3 Previous isotope effect measurements in YBa;Cu3zO7

The first isotope studies on high-T. oxide superconductors were
oxygen isotope substitution experiments performed on the YBa;Cu3Os
structure. Batlogg et al.'! substituted 180 isotopes in YBaCu3O7 and in
EuBa>Cu30O7 by heating samples to 550° C in vacuum, removihg
approximately 10% of the oxygen, and heating again in an 180,
atmosphere. After 3 cycles, 74%17% of the 160 had been substituted with
180, as determined by Rutherford backscattering spectroscopy. They
observed resistive shifts of -0.3K to -0.4K in T¢, but observed no shifts in
the magnetization data and therefore set a limit on the isotope shift of
®=0.0+.02. A Raman line at 500 cm-1 that was assigned!? to the O(1) site
which bridges the inequivalent Cu atoms gave isotope shifts of about 4%
demonstrating that at least some of the phonon modes v. ure isotope
shifted. Bourne et al.!3 substituted 180 for 160 in YBa;Cu3O7 by heating a
sample at 950°C in an 180 atmosphere. An identical heat treatment was
performed in 160 on another sample derived from the same parent pellet.
The oxygen isotope content was measured with temperature-
programmed-desorption and with 50% (random) removal of the total
oxygen content, 90% of the desorbed oxygen was found to be 180. Within
an experimental uncertainty of £0.3K, no isc tope effect was observed in
both magnetization and resistivity measurements, yielding o = 0.0 + 0.027.

Leary et al ' reported a finite oxygen isotope shift in YBayCu3Oy.
Using a gas exchange technique similar to that of Bourne et al., they

obtained 180 enrichments of 73% to-90% (determined by thermally
programmed desorption), and identified shifts in T of -0.3K to -0.5K from



magnetization data. The shifts in T, were reversed in one sample and
partially reversed in a second sample by re-substituting 160 for the 180.
The same group later reported magnetization data’> suggestive of 180
isotope shifts of -0.5K to -0.9K for 67% 180 enrichment, yielding a=0.07 to
0.12. The isotope shifts determined by this group lie outside the original
error limits set by Batlogg et al!' and Bourne et al.13

Morris ef al.1® attempted to reduce the error limits of the oxygen
isotope effect in YBapCu30y. Since an applied magnetic field was found to
substantially increase the measured transition width, they used applied
field values of only 3 Oe during the magnetization measurement. A high
temperature gas exchange technique was again used to substitute 180 for
160. After measuring the T¢'s, the isotope species of the two samples were
reversed with another high temperature gas exchange treatment and the
T.'s were again determined. With 180 isotope enrichments of
approximately 88% (estimated from sample weight changes), o was found
to be 0.019+.005. The error limits were estimated from variations in AT, at
different points in the susceptibility vs. temperature curves and from
variations between t};e two annealing runs.

Lopdrup et al.1” also performed gas phase oxygen isotope exchange
studies on YBazéug,Oz Samples containing up to 95% 180 enrichment
(determined by thermally programmed desorption measurements) were
initially reported17 to have T¢'s as much as 1K lower than the
corresponding 160 samples, but subsequent work’® 12 revised these shifts
to about -0.2K, again giving a=0.02. One sample prepared with 98%
enriched 1807 gas was found to have 97% 180 enrichment.
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Reports have also emerged of extremely large oxygen isotope shifts in
YBapCu3z07. Ottet al.20 prepared oxygen isotope enriched YBayCu3O7
samples by dissolving Y, Cu, and BaC1603 in 180 or 17O enriched HNOs.
The resistive midpoint transition temperatures were 93K for the 160
samples, 77K for samples with 170, and 59K for samples with 95% 180.

The sample quality decreased dramatically with decreasing T¢'s, with
magnetic susceptibility measurements showing transition widths of 40K
or more for the lower Tc's. A brief heat treatment in 160 increased T from
59K to 77K for an 180 sample and from 77K to 90K for an 170 sample. The
large T shifts reported by Ott et al. correspond to a = 3.5, and it was
suggested that the large shifts in T, arose because this process did not rely
on gas exchange to populate the various oxygen sites.

Garcia ef al.,2}! in an experiment which also circumvented some of
the concerns with gas exchange, prepared oxygen enriched YBayCu3O7 by
first burning Y, Ba, and Cu in an 180 atmosphere. The enriched oxides
were then combined and sintered in an 180 atmosphere. The magnetic
transitions were reasonably sharp (~10K) and showed no isotope shift to *
0.2K.

Morris et al. have performed site selective oxygen substitution on the
plane sites and find an isotope shift AT ~ +0.3K with O18 substitution.??
They suggest this result indicates that the apical site is particular important
in electron pairing. Crespi and Cohen?? have advanced an alternative
explanation.

In YBa;Cu3zOy, isotope experiments have also been performed on the
other atomic sites. In general these experiments are less easily controlled

since it is not possible to reversibly exchange isotopes on the Y, Ba, or Cu
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sites for a given sample. A new sample must be prepared for each isotopic

species. Bourne ef al.?*

prepared YBayCu3O7 with different Ba and Cu
isotopes through a solid-state reaction pfocess using Y703, BaCOs3, and
CuO. HNOj3 was used to dissolve and mix the precalcined pm‘Nder to yield
sharp transitions. CuO with 99.6% 65Cu and CuO with 99.7% 63Cu were
used for one pair of samples; BaCOj3 with 78.8% 135Ba and BaCOj3 with
99.7% 138Ba were used for another pair of samples. Through resistivity
measurements the isotope shift was determined to be less than 0.2K for Cu
(o = 0.0 £.07) and less than 0.1K for Ba (o = 0.0 £.1). Quan et al.? placed
similar bounds on the isotope shift for Cu (AT, = 0.0 £ 0.2K) using both a.c.
susceptibility and resistivity to characterize the transition. Hidaka et 1.2
studied the effects of 134Ba (85% pure) substitution for naturally occurring
Ba (70% 138Ba). With an inductive technique, they determined that there
was no isotope shift within 0.15K.

Although no experiments have been reported for different Y isotopes
in YBapCu30y, the Y site has been substituted by a host of other rare earth
elements with very different masses.?” Some T dépendence on rare earth

spedies is observed, but there is no correlation between T, and the ion

mass. Hence no obvious isotope effect is observed.

2.4 Isotope effect in other high-T. superconductors

Oxygen isotope studies have also been performed on several high-T¢
oxides distinct from the YBayCu3Oy7 structure. For Laj g55rg.15CuO4, Cohen
et al.,?® Batlogg ef al.,%” Faltens et al.,*® zur Loye et al.,!> and Bourne et al.>!
have reported significant shifts for 70%-80% 180 enrichment

corresponding to o between 0.1 and 0.2. For Laj g55rg,15CuQy, zur Loye et
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al. report shifts of -1.3K to -1.6K with 75% 180 enrichment, yielding «=0.73
to 0.90; the same group has reported oxygen isotope shifts corresponding to
similar large values of a for BaPbg 75Big.2503. Values of o greater than 0.5
have never before been observed for any superconductor, and such values
are inexplicable within conventional BCS theory, regardless of the value
of T.. Batlogg et al.,?? on the other hand, report ¢=0.22+.03 for oxygen
isotope substitution in BaPbg.75Bip.2503.

In the related material, Bag.g25Kp.375BiO3 with a T¢ of 30K and cubic
crystal structure, oxygen isotope experiments have found significant shifts
in T.. Hinks ef al.3> found reversible shifts of ~1.4K with an oxygen
exchange of 96% yielding a = 0.41. Batlogg et al.,** however, found shifts
of only ~0.3K for 65% substitution and calculated an o ~ 0.2. Both of these
shifts can be explained within a phonon-mediated BCS model.

Recent studies of oxygen isotope substitution in Bi-Sr-Ca-Cu-O
indicate a=0.026 and 0.048 for the T.=110K and T.=85K phases,
respectively.35 Oxygen isotope substitution in Tl-Ba-Ca-Cu-O is especially
difficult because the thallium readily leaves the compound at the same
temperatures that the oxygen diffusion coefficients are low enough to
provide good isotopic enrichment. One study>® found no isotope shift in
the 2223 phase (T ~ 120K) to £ 0.9K.

It seems reasonable that the underlying pairing mechanism may be
similar for each of the layered cuprates. Using a three-square well model
which includes Coulomb repulsion, phonon-rnediated attraction, and an
additional pairing mechanism, Cohen et al.37 predict that o may simply
related to T¢ independent of material. Indeed, a plot of a vs T¢ for a

variety of HTSC's, as shown in Fig. 2-1, roughly supports a scaling relation.
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Fig. 2-1. Isotope effect exponent, a, versus T, for several oxide
superconductors. The values of & are based on oxygen substitution by the
following groups: BaPby 75Bip.2503 & Batlogg ef al. (Ref. 32),
Bag.625K0.3;5Bi0O3 ¢ Batlogg ef al. (Ref. 34), La; g55r015CuQy4 ¢ Faltens et
al. (Ref. 30), BisSroCaCu30g and BizSr2CaCuz0jg «» Katayama-Yoshida et
al. (Ref. 35), and YBasCu30O7 «> Hoen et al. (Ref. 48).
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This question of the relationship between a and T, can also be
addressed with particular compounds. In the YBCO system, T, can be
varied by adjusting the oxygen content or by substituting Pr for Y.
Unfortunately, though there have been significant improvements,3? it
remains difficult to form materials with reproducible oxygen deficiencies.
Moreover, T, is dependent not only on the oxygen content but also on the
ordering of the oxygen vacancies in the chain sites.38 3% Isotope effect
exchanges which may produce only subtle changes in T, are not at present
feasible. In the (Y,Pr)Ba;Cu3O7 compounds, Franck et al9 have detected a
significant increase in a when T, is depressed as depicted in Fig. 2-2a. In
the Laz xSrxCuOy4 compounds T varies with x reaching a maximum of 28K
at x = 0.15. Initial results of Crawford et al.*! show a large peak — with o
exceeding 0.5 — in & vs T¢ at x = 0.125 shown in Fig. 2-2b. This experiment
requires extremely careful sample preparation since, in this same region of
x, Te depends sensitively of Sr content and the superconducting transitions
become broader. The anomaly is suggestive of anharmonic phonon
modes or incipient phase transition. Indeed, a low temperature (~60K)
structural phase transition has been detected in the related compound La-
Ba-Cu-O.#? A number of theories based on lattice anharmonicity‘“""‘5 or
sharp singularities in the electronic density of states*® have been advanced
to explain the peculiar dependence of a on Tc.‘ A more recent experiment
by Ronay et al 47 demonstrates the possibility that substitution of 180
enhances growth of Laj 75r933Cu20s, a non-superconducting compound,
at the expense of Lay x5r,CuQy4. The growth of this additional compound

reduces x in the superconducting compound and the measured isotope
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shift reflects the effects both of reducing x and of exchanging 180 for 160,
They suggest that this additional effect is the cause of the previous

anomalously large shifts.

2.5 Requirements for an accurate isotope effect measurement

Thus, despite much work, the determination of more precise
estimates of the magnitude of the isotope effect in most high-T. oxide
superconductors is still an important area of research. Part of the difficulty
in achieving this goal is in producing sufficiently well-characterized
samples with sharp and reproducible transitions. Some ambiguity may
even arise from data interpretation. For example, in deducing the finite
oxygen isotope shift of -0.5K in YBasCu307, Leary et al.'* compare
magnetization curves which differ by the quoted amount near the
transition onset, but cross near the transition midpoint (suggestive of a
zero isotope effect with large error bars).

Reliable determination of o with small error limits necessitates
careful control of sample preparation, measurement, and data
interpretation. In the study described in Chapter 3, we have attempted to

lower the error limits for each of these contributions.
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Chapter 3: Oxygen Isotope Study of YBa2Cu3O7

3.1 Overview

We report here on a detailed study of the oxygen isotope effect in
YBasCu3Oy, where up to 94% of the 160 in the sample was replaced by 130,
Multiple cross-exchanges of oxygen isotopes were performed in high
quality sample/control pairs to eliminate T, shifts not associated with
isotopic mass. Time dependent effects were also studied by monitoring
transition temperatures for various isotopically substituted samples over a
period of 5 months.

As discussed in Chapter 2, several studies have been performed to
examine isotope effects in oxide superconductors. The first experiments’’ 2
involved oxygen isotope substitution in YBa2Cu3O7, and found no or very
little shift, with o = 0.0£.03. This small value of a is not easily explained
within the standard two square well model if T.~90K, and is thus

3-5 on the

suggestive of a non-phonon pairing mechanism. Later studies,
other hand, irdicated that for oxygen isotope substitution in YBa2Cu3O7, &
might be as large as 0:12, or even greater than 3.5. Hence, the findings to
date are contradictory. Since different pairing mechanisms yield different
values of a, it is i.mportant to establish the magnitude of the isotope shift.
We find that a small but finite oxygen isotope effect occurs in
YBazCu3zOy. Magnetic measurements indicate that for the bulk material
apuik= 0.019+.004. Resistivity measurements in freshly prepared samples
show evidence for filamentary superconductivity occurring one to two

Kelvin above the bulk superconducting transition temperature. The

isotope shift associated with the filamentary superconductivity is similar



to but slightly larger than the bulk shift: egj= 0.028+.003. The transition
temperature for filamentary superconductivity is not stable, but decays
smoothly toward the bulk transition temperature over a period of several
months. Our observed values of a are within the error limits of several
previous YBa;Cu3O7 oxygen isotope studies,” % & 7 but are inconsistent
with other findings.>> We show that our values of « cannot be explained
within a standard three dimensional phonon~mediated pairing model,
and we examine other possible mechanisms.

The remainder of this paper is organized as follows: Sec. 3.2 describes
the experimental configuration including sample preparation, isotopic
exchange, and measurement techniques. 3ec. 3.3 presents our isotope shift

results which are discussed in Sec. 3.4. A conclusion follows in Sec. 3.5.

3.2 Experimental method
3.21 Sample preparation

Polycrystalline samples of YBa»Cu3O7 were produced by the solid state
reaction of high purity (99.999%) powders of Y03, BaCQO3, and CuO.
Polycrystalline, rather than single-crystal, samples allow larger sample
sizes necessary for dc magnetic characterization, the best determination of
T. over the entire sample volume. Moreover, the small crystallite
volume with the polycrystalline sample ensures that uniform oxygen
diffusion through the crystallite volume occurs on reasonable time scales.
Thin-film samples represent an alternative approach for reasonable
diffusion times and dc magnetic characterization (if the film is mounted

perpendicular to the applied magnetic field).



All grinding was done in an agate mortar in 2 nitrogen filled glove
box to maintain high purity and to reduce the deleterious effects of water
vapor. The precalcining and subsequeni sintering heat treatments used
gold foil as a substrate to minimize contamination. The mixed powders
were heated to 850°C, held for 15 hours, then cooled over 8 hours to room
temperature. The resulting blackened powder was reground and calcined
at 930°C for 15 hours then cooled to room temperature over 9 hours. This
powder was reground, pelletized, and sintered at 930°C for 15 hours then
cooled over 9 hours. After the final heat cycle the pellets were stored with
a desiccant, PoOs, in vials and the vials were kept in an evacuated
desiccator.

Samples of YBayCuzO7 produced by the above procedure were
characterized by magnetic susceptibility and dc resistivity measurements.
T.'s were typically near 92K with sharp transitions. Full magnetic
transition widths were 2-3K, with 50% Meissner signals.

3.22 Isotope exchange and measurement technique

The isotope exchange was achieved with a high-temperature gas
diffusion technique and after each exchange the samples were
characterized magnetically and resistively. To reduce the effects of any
existing sample inhomogeneities in the initial samples or differences
(unrelated to isotopic species) introduced during the high temperature
exchange process, we designed an experimental procedure which averaged
out such deviatons. As outlined in Fig. 3-1, four YBayCusOy peilets (two
pairs) of near identical weights were chosen and each pellet underwent

several oxygen isotope exchanges. Within each pair, one sample was
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Fig. 3-1. Schematic of 160 and 80 isotope exchange. R and M refer to
samples used for resistive and magnetic tests, respectively. Subscripts
differentiate between different samples and superscripts refer to the last
exchange that the sample has undergone. The number in parenthesis
refer to the associated curves in Figs. 3-4 and 3-5.



designated primarily for resistive tests (R; or Rp) and one sample was
designated primarily for magnetic tests (M, or Mp).

To accomplish isotopic exchange, the samples were placed on
platinum boats in identical quartz tubes. The quartz tubes were placed
side-by-side and equidistant from the coils of a small tube furnace as
depicted in Fig. 3-2. The quartz tubes were coupled to similar static gas
reservoirs containing 99.99% pure 160 and 95% (occasionally 99%)
enriched 180, respectively. At room temperature the pressures in the two
reservoirs were 740 torr and during the exchange, they would rise to 750
torr. In each of the first three exchanges, the samples were heated to 950°C
over 2 hours, held for 10 hours, cooled to 300°C over 9 hours, then cooled
in the oven to room temperature. In one test, the 160 and 180 gases were
switched between reservoirs to ensure that no asymmetries existed in the
isotope exchange apparatus; none were found.

After each exchange, a small chip was removed from each of the two
samples designated for resistance measurements (R; and Rp). The chips
were mounted in the standard four probe resistance measurement
configuration with silver paint contacts, and placed side-by-side on a solid
copper probe in close proximity to a calibrated diode thermometer. The
samples were cooled with a helium gas flow system. The resistance versus
temperature curve for each sample did not change when the sample
positions on the copper probe were interchanged, indicating negligible
thermal gradients across the copper probe. Each resistance measurement
at a given temperature was performed with forward and then reversed dc

current (typically ImA) to ensure freedom from thermal EMF's.
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Fig. 3-2. Schematic diagram of apparatus to perform high temperature
oxygen exchange. The 160 and 180 reservoirs contain ~1 liter of gas and
represent ~95% of the enclosed volume. The samples sit side by side
(~lam apart) in quartz tubes within the high temperature oven.
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We measured the magnetic susceptibility (usually of samples M, and
Mp) using a S.H.E. model VTS-805 SQUID magnetometer which we
modified to allow the sample temperature to be regulated with greater
precision and determined with greater accuracy than possible with the
standard magnetometer configuration. The sample was hung in a copper
container in close thermal contact to a diode. Samples M, and My, were
kept geometrically intact throughout the series of isotopic exchanges and
magnetic measurements to avo’d errors from changing the geometrical
demagnetization factors for the samples. To remove temperature
gradients within the sample tube, we stabilized the system at a
temperature slightly above the transition for thirty minutes. A computer
controlled the slow downward temperature drift (0.01K/min.) for the
samples in the magnetometer and recorded their magnetization typically
12 times per .1 degree. Subsequent tests have verified that the temperature
of the samples war accurate to 0.05K and repeatable between runs to 0.03K.
The magnetic field was typically 2-3 Oe and was calibrated before each run
by measuring the magnetization of a small superconducting tin sphere.
The susceptibility of a given sample at T=40K, well below the transition,
varied by as much -as 10% between repeated magnetization measurements
due to flux-trapping effects, but the susceptibility curves for any given
sample at higher temperatures near T were found to be repeatable.

Isotopic determination was done both by weighing the samples before
and after the exchange and by the more accurate method of Laser-Assisted
Ion Mass Analysis (LIMA) depicted in Fig. 3-3. In the LIMA technique, a
4eV laser vaporizes and ionizes a small portion of the sample.

Constituents of the resulting plasma are driven through a time of flight
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Fig. 3-3. Schematic diagram of laser-induced ion mass analysis (LIMA)
apparatus used to determine the isotopic contents of the samples.
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spectrometer, thus determining (within approximately 1 or 2% accuracy)
relative isotopic content of the sample. The samples were examined at
different locations across their surface, and as a function of depth into the
bulk. No evidence for inhomogeneous isotopic enhancement was found.
For analysis purposes, we shall use the LIMA results for the isotopic
enrichment, which agree to within ~10% of those determined by sample

weight changes.

3.3 Results

Fig. 3-4 shows the results of resistive and magnetic measurements for
the pure and isotopically exchanged YBa;Cu3O7 samples. Graphs (0) show
R(T) and x(T) for the samples as initially prepared. Graphs (1)-(3) show
resistive and magnetic data for the sample sets following the first, second,
and third exchanges, respectively (see Fig. 1). Ideally, the sample data
plotted together should be identical in (0), and the curves for 160 and 180
enriched pellets in (1) should reflect directly any oxygen isotope shift. The
curve for a given sample would then be expected to switch between the
160 and 180 positions in subsequent frames after each isotope exchange
step. This ideal situation is not realized in Fig. 3-4 because the initial
samples already show slightly different T¢'s. Nevertheless, for each
sample, both resistive and magnetic measurements exhibit a clear pattern
of oscillation between a higher value of T, for 160 enrichment and a lower

value of Te for 180 enrichment as one progresses from graphs (0) to (3).
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Table 3.1 summarizes the isotope shift information drawn from the
data illustrated in Fig. 3-4. For resistance samples R, and Ry, the transition
temperature was taken to be the temperature midway between the
temperatures where the sample resistance was 90% and 50% of the normal
state resistance at 95.05K. For magnetization samples; Ma and My,
measured after the second or third exchange, the transition temperature
was taken to be the temperature midway between the temperatures where
the sample magnetization was 10% and 50% of the superconducting state
magnetization at 89.55K. The onset temperature of the transition for the
magnetization samples after only one exchange is about a degree lower
than the onset after the samples had further exchanges; the transition
temperatures after the first exchange were accordingly normalized to
88.45K for the magnetization samples. We chose not to normalize the
magnetization measurements to the values of the magnetic moment at
lower temperatures because flux trapping was found to contaminate the
measurements well below the transition temperature. Using these
definitions of T, Table 3.1 gives the change in transition temperature for
each sample after each isotopic exchange relative to its transition
temperature before the exchange. The change in transition temperature
could in principle be due to both an isotope effect and the annealing cycle;
by subtracting the change in transition temperature for the 180 sample
from the change for the 160 sample the effects of the annealing cycle are
canceled. The relative T shift must be divided by two for the second and
third exchanges to obtain the net shift since these are cross exchanges.

The spread is the variation of the relative T, shift over half the transition
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] R
a b Relative
ATe Spread % lIsotope ATe Spresd % Isotope Tc(%h i
(K) (K} Enrichment (K) (K} Enrichment
After first | | 303 205 753 ('8o)| +.601 183 100 (*50)| ..298
exchange ' ’ ' '
After second | _ ygq .003 8456 (8o} -.379 007 733 (Bo)| .. 265
exchange
After third | 547 084 843 (180)] . 440  .010 889 (1%0)| +.229 I
exchange
Magnetization Samples
Mgy Mo Relative
Te Shift
ATe Spread aTe Spread ¢ (K)
(K) (K} (K) {K)
After first | , 285 065 +.540  .210 +.355 |
exchange .
A“ef second +.030 .010 _‘255 D18 +.143 |
exchange
After third -.085 .045 +.2895 005 +.185 I
exchange

Table 3.1. Isotope shift information for resistance and magnetization

samples.
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width according to the above definitions. The results of the LIMA
measurements of isotopic enrichment are also shown in the table.

The resistive and magnetic data taken after the second and third
exchanges are most appropriate for extracting a net isotope shift. The
exchanges are both cross-exchanges, and the data reveal sharp transitions
and consistent 180 isotope enrichments of approximately 80%. From
Table 3.1 we determine from resistance measurements a net oxygen
isotope shift in YBayCu3O7 of -0.25+.02K, and from magnetization
measurements a net shift of -0.17£.03K. In the discussion section below,
we extrapolate these shifts to full oxygen isotope substitution and
determine corresponding values of a.

After the three isotope exchanges discussed above, two additional
exchanges were performed to increase the relative 180 content of a
particular specimen (sample R,) as much as possible. The additional
exchange sequences are also shown in Fig. 3-1. In the fourth exchange, the
~95% enriched 180 from the third exchange experiment was reused in the
180 arm of the exchange apparatus, and the samples were held at 950°C for
25 hours and cooled to 300°C over 9 hours. In the fifth exchange, the
samples were held at 950°C for 40 hours before cocling to 300°C over 9
hours, and the purity of the 180 exchange gas was increased to 99%
enrichment.

The results of the fourth and fifth exchanges are shown in Fig. 3-5,
together with the results of the third exchange. The third exchange data,
Fig. 3-5, graph (3), correspond to 84% enrichment of the 180 sample. The
isotopic enrichment for the 180 sample after the fourth exchange was

increased to 91%, and to 94% after the fifth exchange. Fig. 3-5 shows a
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Fig. 3-5. Resistive and magnetic transitions of oxygen exchanged samples:
(3) after third exchange, one week after initial production of the samples;
(4) after fourth exchange, one month later; (5) after fifth exchange, five
months after initial production. The magnetization measurement (3) was
performed on samples M,? and M3 while (5) was performed on samples
R, and Ry>. '
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similar isotope shift between 160 and 180 samples following the fourth
and fifth exchanges as was observed following the third exchange. This
suggests that the few 160 atoms which remain in the YBapCusO7 lattice in
a typical 180 substitution experiment do not by some unusual mechanism
mask a large intrinsic isotope shift.

The data of Figs. 3-4 and 3-5 also illustrate interesting time dependent
phenomena. Although the isotope exchanges and measurements of Fig.
3-4 were all performed within several weeks of the initial sample
synthesis, the measurements described in Fig. 3-5 span a period of five
months. In Fig. 3-5, the data in graph (3) were recorded on fresh samples,
two weeks after initial synthesis. The data of graphs (4) and (5) were
recorded 1 1/2 and five months after initial synthesis, respectively.

Fig. 3-4 shows that the superconducting transition temperature
determined resistively is consistently between one and two Kelvin higher
than that determined magnetically for the corresponding sample. We
identify the magnetic transition temperature as representing Tc for the
bulk material. The higher resistive transitions afe taken as evidence for
filamentary superconductivity above T.(bulk). Fig. 3-5 shows that the bulk
superconducting transition temperature is relatively time independent:
the magnetization graphs (3) and (5) have nearly identical onset
temperatures for a given isotope, even though the measurements were
taken 5 months apart. On the other hand, the resistance data of Fig. 3-5
show a steady decrease in T with time. For example, the 160 sample has a
T, near 94K in graph (3), and a T near 92K in graph (5). The later T¢
corresponds to that determined magnetically for the same specimen. This

indicates that the filamentary superconductivity is time dependent and
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disappears after several months. The resistive and magnetic transition
temperatures coincide thereaAfter.

Apparently resistive measurements near T, test a small portion of the
material (estimated from our magnetic data to be less than 0.3% volume
fraction of the specimen) which is compositionally different from the bulk
and undergoes "degradation” faster than the bulk. Over the span of 5
months, the bulk properties remained constant while the resistive
transition shifted steadily downward. It seems likely that the filamentary
superconductivity is restricted to regions of high oxygen or impurity
mobility such as those between grains or within a small distance of the
grain boundaries. Figs. 3-4 and 3-5 and Table 3.1 show, however, that the
filamentary superconductivity experiences an oxygen isotope shift similar
to that of the bulk YBasCu30O7 and that the relative shift remains constant

in time.

3.4 Discussion
3.41 Discussion of &

The results of our oxygen isotope cross-exchange experiments
described in Fig. 3-4 and Table 3.1 unequivocally demonstrate a small but
finite superconducting transition temperature shift between 160 and 180
samples of YBaxCu3Oy. The calculation of the appropriate o for full
oxygen substitution from the observed T, shifts is not immediately
obvious for two reasons. First, our experiments did not achieve 100% 180
replacement for 160, and second, oxygen constitutes only 54% of the total
number of atomic sites in YBaCu3zOy7. The first problem can be corrected

by extrapolating our measured T shifts to 100% oxygen isotope
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replacement. The second complication must be addressed when
comparison is made between our measured o and that predicted by
various models.

Of the four inequivalent oxygen sites within the YBaCuzO7 unit cell,
one (O1) is singly occupied and three (02,03,04) are doubly occupied. Itis
desired to extrapolate the measured T shift to an effective shift (and o)
which would occur with complete substitution at each of the four sites.
For each site, there will be a different shift of the transition temperature
with complete 160 to 180 exchange. If there were non-uniform
substitution of oxygen atoms, then a site on which T, were particularly
dependent could be left unsubstituted. For the chain site(O1) to be left
unsubstituted, the sample must contain less than 86% 180, and for any
other site, no more than 72% could be exchanged. With our 91% and 94%
exchange achieved in the fourth and fifth exchanges, at least half of any
particular site must have been substituted. From the constancy of the
relative shifts, we deduce that incomplete substitution is not a serious
concern in our isotope shift determination.

At least two methods can be used to extrapolate the measured Tc
shifts to 100% isotopic substitution. In one method, cne assumes that the
mass that enters into T e« M- is in fact an average over all similar sites;
thus, for 75% 180 substitution, a mass of 17.5 is used. Alternatively, one
can divide the shift by the isotopic ratio, (# of 180 atoms)/(Total # of
oxygen atoms), to normalize the shift to 100% substitution. In practice,
these two methods differ in the calculated value of a by only a few percent,

less than the typical experimental error. Here, we use the latter method.
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To determine « for the bulk material, we use the averaged shift
obtained from magnetic measurements at approximately 80% 180
enrichment: AT.= -0.17£.03K, with T.=92K. This leads té an effective
YBaCusOy oxygen isotope exponent of apylk = 0.019+.004. The resistive
data for similar 180 enrichment yield an oxygen isotope effect relevant to
the filamentary superconductivity in YBa;Cu3O7. From ATc= -0.25+.02K
and T.=94K, we find o4 = 0.028%£.003. Hence the isotope effect for the bulk
material and that for the filamentary regions are very similar, and this
suggests that the bulk and filanentary regions are structutally similar.
Our value of apyjk lies within the original error limits set by Bourne et al.l
and Batlogg et al2 for oxygen isotope substitution in bulk YBasCu3O7. Fig.
3-6 gives a graphic summary of oxygen isotope effects reported to date for -
YBarCuzOr.

Interpretation of the isotope shift is less straightforward in
compounds than in elemental solids. Anharmonic and zero point
motion effects can cause anomalous changes in T upon isotopic
substitution. In PdH, for example, substitution of D or T for H results in a
substantial increase in T and a large negative value for a8 Even in the
absence of these effects, the meaning of a in the relationship TeeeM-® ig
not obvious. In superconducting compounds, ¢ is conventionally
expressed as a = S and T =< IIM;"®% where Mj is the mass of the atom in
the ith position within the unit cell. Since different lattice positions
contribute to the phonon spectrum in different ways, the various a; are
unlikely to be equal. To perform a theoretical calculation of aj, it would be
necessary to know how each lattice site affects each portion of the phonon

spectrum and which phonons were active'in binding the electrons. More
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simply, an effective o' can be calculated by assuming an equal scaling of all
atomic masses Mj by a factor y: Mj' = yM;. The phonon spectrum will then
scale in frequency as @' = ®/yV2, and the resulting shift in T, can be used to
define a' = -AlnT./AInM = -AInT./Iny. The above definition of o ensures
that in the limit of infinitesimal mass changes, o' = Za;.

In the particular case of oxygen substitution at the four inequivalent
sites in YBapCu3Oy, we expect the resulting oxygen isotope exponent ag =
001 + 002 + 003 + o4 to be nearly equal to the theoretically derived o'
Oxygen is much lighter than the other elements so most of the significant
features in the phonon spectrum are dependent on oxygen mass.’
Moreover, band structure calculations!? indicate that the Fermi surface
electrons are an admixture of Cu d-orbital and O p-orbital states. Oxygen
vibrations should thus be coupled strongly to those states which condense
into the superconducting state. A one-square-well BCS model will not

11, 12 Cull, 13

describe this compound since experiments with Ba, and rare

earths!% have shown that o' = ay + 0Ba + Oy +0O < 0.5
3.42 Other experiments

Several isotope shift measurements have occurred after the
completion of our experiment and deserve mention. Kobiela et al.13
found a small shift (~ 0.3K £ 0.2K) when Cu, Ba, and Y metal particles were
used as precursors. Yvon et al. 16 by burning the intermetallic YBayCuain
the appropriate oxygen environment, found shifts of 0.4K + 0.1K. Franck
et al.,'” using oxides of Cu and Ba which already contained 180,
determined shifts of 0.4K to 1.7K.

These experiments respond to the general concern that in gas

exchange the varying diffusion rates between the different oxygen lattice
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sites may cause inhomogeneous enrichment. In particular, Grimsditch et
al.'8 have suggested that the O4 or apical oxygen site may have been poorly
enriched. However, more recent Raman work'? has demonstrated that,
though oxygen diffusion is slower into the apical sites than the chain sites,
it is still much more rapid than diffusion into the plane sites (02, O3).

Even though our and other experiments have large enough isotope
exchanges (>91%) to assure that every lattice site is at least 50% enriched, it
has been suggested that a non-linear relationship between isotopic
enrichment and T, for certain lattice sites may mask the "true" isotope
effect.18

By starting with materials that already contain 180, the above

1517 ensure a more uniform isotopic distribution. That none

experiments
of them demonstrate large isotope shifts reconfirms the small value of o
for this material. Moreover, each of these experiments suffers from poor
sample quality as evidenced by large magnetic transitions widths (14K -
30K) and incomplete resistive transitions. In our experience, the
transition temperature is extremely sensitive to small compositional
changes. An example of this sensitivity is shown in Fig. 3-4 (0) where the
magnetic transitions of 2 'identically' prepared samples still show shifts of
~0.2K. In fact, if a single pellet with a 3K - 4K magnetic transition width is
broken in half, two pieces would still show relative T, shifts of ~ 0.2K. It is
only by doing simultaneous cross-exchanges that it is possible to cancel out
the effects of compositional and processing differences.
3.43 BCS theory

The small observed value of o and the high T¢~90K suggest the

possibility that the electron pairing mechanism in YBayCu3O+ differs from
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that of low transition temperature superconductors, We first examine the
consequences of the observed isotope shift of three dimensional BCS
phonon-mediated pairing. We then discuss alternative models in Sect.
3.44.

To test the applicability of the standard isotropic three-dimensional
phonon-mediated model of superconductivity to YBayCu3O7, we calculate
transition temperatures and isotope shifts from the electron-phonon
interaction spectrum a2F(m) and the Coulomb repulsion parameter u*
using the Matsubara representation?? of the Eliashberg theory.?! The
isotope effect exponent o is not related to the electron-phonon matrix
element which is also represented by an « in «2F(w). We consider several
different models of the electron-phornon interaction spectrum o2F(w) to
test the dependence of the isotope shift & on a2F(w).

We consider a simple model of oxygen isotope substitution in which
only the high-frequency peaks in a?F(w) are shifted, and assume that the
repulsive Coulomb interaction p is independent of isotopic mass. Hence,
the calculated isotope effects are obtained by simulating the change in the
frequency of the phonons arising from the substitution of one isotope for
another.

Since shifting the entire 02F(w) spectrum would be appropriate only
for calculating the isotope effect in the case of an elemental
superconductor, we have also calculated the shifts resulting from shifting
only the high-frequency half of a2F(w) as a simple approximation for
oxygen substitution. Figure 3-7 shows the calculated isotope effects for
shifting the entire a2F(w) spectrum. We find that the calculated values of

the isotope effect are independent of the shape of o2F(w) for small values
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Fig. 3-7. Values of a calculated for A = 1 {open symbols) and A = 7 (filled
symbols) using an Einstein phonon spectrum (squares) and a model
Laj 855r(.15Cu0y4 spectrum (triangles). At constant A, the values of o are
nearly independent of the shape of the phonon spectrum.
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- of p* and exhibit only a small amount of scatter for extremely large values
of u*, where p* is the renormalized Coulomb interaction evaluated at the
root-mean-square phonon frequency. Therefore, we expect that small
differences between our model spectra and the actual 0?F(®) in YBa,CusO7
will not affect the calculated values of the isotope shifts significantly.

Using electron-phonon spectra similar to those presented in
experimental data, we have calculated the isotope effect in YBayCusQy
with the goal of determining whether a standard phonon-mediated
pairing in three dimensions can be responsible for superconductivity in
the ceramic oxides. From the results presented above, we assume the .
following values for YBaCu3Oy: o« = 0.023 + 0.008 and T, = 93K.

For YBa;Cu3Oy7, the experimental results appear to exclude a solely
harmonic phonon-mediated isotropic three-dimensional model. Fig. 3-8
shows the results for YBasCu3zO7, with the T. = 93K isoth.rm and the lines
of constant a = 0.023 *+ 0.008. When the entire spectrum is shifted, no
values of the parameters A and p* will yield the necessary values of o and
T.. When we consider a simulated oxygen substitution by shifting only
the high-frequency phenon modes, we find that the intersection of the T,
isotherm and the constant-a line occurs for unphysically large A > 30. We
therefore conclude that our standard three-dimensional harmonic
phonon-mediated model is incapable of des.ribing superconductivity in
YBayCuzO7.

3.44 Variations on electron-phonon coupling

Several attempts have been made to explain the experimental results

by changing features of the standard isotropic three-dimensional model.

The idea of reduced dimensionality, based on the one-dimensional chains
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Fig. 3-8. Values of A and u* for which T¢ = 93K from numerical calculations
(dashed curve). The shaded area represents solutiors with a = 0.023+0.008
found numerically by shifting only the phonon spectrum peaks
corresponding to oxygen vibrations. An intersection of the solid curve
with the shaded area would indicate values of A and u* consistent with
phonon-mediated superconductivity in YBapCu3Oy.
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or two-dimensional planes occurring in high-T. superconductors, could
possibly explain both the high T, and small & seen. Labbe and Bok®? have
proposed a two-dimensional model where the Fermi energy occurs near a
logarithmic divergence (van Hove singularity) in the electronic density of

states, resulting in a large A and a small a, since the relevant energy scale is

3 and

the width of the peak in the density of states rather than wp. Tsuei’
Newns?4 have recently revived this theory to explain the surprising effects
of doping in Lay 4S1xCuQ4 and correlations between the temperature
dependence of the resistivity and sample quality. However,
photoemission studies have yet to find any peak in the electronic density
of states and its believed that the structural disorder endemic to these
materials would smear out any peak.10

A second variation on the standard model is the consideration of
anharmonic effects, perhaps due to defects or zero-point motion. Hardy
and Flocken?® calculate that A may be increased dramatically if the oxygen
atoms vibrate within a double well potential, but such a mechanism will
not necessarily suppress the isotope shift a. More recent results?6-28
suggest that if the oxygen atoms sit in the appropriate anharmonic
potentials, then it is possible to explain both the high T. and low «.
Interestingly, in the A-15 materials, the proximity of a structural phase
transition appears intimately linked with the relatively high T¢'s found in
these compounds.?’ Philiips30 considers a model based on ordered oxygen
defects where the defects move so as to optimize T¢. Near a maximum of
T, the isotope shift should be nearly zero as seen in YBayCu3O7. Inan

additional paper,3! he has asserted that the small isotope effect arises for

the different affinity of as yet undiscovered microdomain walls for 160
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and 180. The existence of the microdomain walls is posited only to occur
in YBapCuizOs. Fisher2 has commented: that thé effect of the change in
zero point motion on the Cu-O hopping parameter due to isotopic
substitution could itself account for the observed shift in T, in the oxide
superconductors.
3.45 Non-phonon mechanisms

Many proposed explanations of high-T. superconductivity3® 34
explain the experimental results by considering an additional non-
phonon-mediated coupling between electrons. These new coupling
mechanisms are mediated by electronic excitations (such as plasmons,
excitons, magnons etc.) which are independent of isotopic mass and of
much higher energy than phonons; therefore, the combination of high T,
and small o can be satisfied easily within these models. The predicted
isotope effect has been explicitly calculated for hole-hole interactions,>” the

1,%6 and charge fluctuation models.3”

resonating valence bond mode
However, if one includes the values of the electron-phonon coupling
constant determined from infra-red measurements,® strict limitations can

be made on characteristic energies of these additional mechanisms.3?

3.5 Conclusions

Our results conclusively show that there exists a small but finite
oxygen isotope shift in YBapCuzOy7. In samples with 180 substituted for 160
at approximately 80% of the atomic sites, magnetic measurements indicate
a shift AT (bulk) = -0.17 £ 0.03K. dc resistance measurements on similar
samples show a transition temperature 1-2K higher than the bulk

transition temperature, suggesting that filaments of a distinct material are
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present in the samples. The isotope shift for these filaments is AT = -0.24
* 0.02K. After adjusting these values for full oxygen substitution, we find
respectively for the bulk and filamentary superconductivity apuk = 0.019 +
0.004 and oy = 0.028 * 0.003, where Tc<M~2. These results are within the
error limits of several previous YBa>Cu3Oy oxygen isotope studies, -2 67,
40 but are inconsistent with other reports.3“5

We find that the small values of @ and high T, reported here can only
be explained within the standard three-dimensional phonon-mediated
BCS theory if an unphysically large electron-phonon coupling constant A
is used. It appears that additional features (such as anisotropy,

anharmonicity, or an additional non-phonon interaction) will be

necessary to explain supérconductivity in YBayCu3Os.
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Chapter 4: Elastic Properties and Measurement Methods

4.1 Introduction

The response of a material to applied stress is quantified by its elastic
properties. For isotropic materials — either polycrystalline or single
crystal — the response is completely described by any two of the following
parameters: Young's modulus (Y), shear modulus (G), bulk modulus (K),
or Poisson's ratio (v).! For single crystals, the response is described either
by the stiffness matrix (cjj) or by its inverse, the compliance matrix (sjj). A
reduced notation, well described in Ref. 1, for stress (ci) and strain (g;)
allow the reduction of the stiffness and compliance to second rank tensors.
The individual elements of the stiffness matrix arise straightforwardly
from thermodynamics, i.e.

Cij = (02U / 88@8} T 4.1
where U is the total energy density of the material and T is the
temperature. Obviously, the ¢jj bear important information about the
microscopic interactions between the constituent atoms in the material.
Simmons and Wang have compiled and extensive set of elastic constants
for crystalline solids.? Anomalies in the temperature dependence of ¢ can
be used to detect phase transitions and relaxation phenomena.3 The low
temperature form of c;jj yields important information about the Debye
temperature and anharmonicity (non-quadratic terms) in the interatomic
potential.1 Additiondlly, the ¢jj may be affected by electric and magnetic
fields (electro- and magneto-striction, respectively).#® Because of the
variety of energies subsumed in U, complete interpretation of the values

and dependencies of the ¢jj usually requires additional experiments.
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" Because U arises from the summation of the constituent interatomic
potentials, phase changes which alter the microstructure are expected to
significantly affect the ¢j;. The symmetry change associated with the phase
transition determines which c¢j; may change® At a first order phase
transition, large discontinuities may occur in both ¢j; and dcjj/ oT.” Ata
second order phase transition, a large discontinuity may again occur in
dcyj/dT, but a smaller anomaly occurs in Ci]._S From the Maxwell relations,
these anomalies are related to the dependence of the transition
temperature on stress and to the discontinuities in the specific heat and
thermal expansion.9 For example, second order phase transitions at the
Peierls temperature in charge-density wave systems and those associated
with the superconducting transition have been investigated by a variety of
elastic measurements.!0-12

U, and its dependence on strain, is substantially affected by the

presence of defects within the material.3 In general, any material at finite
temperature contains defects (vacancies, interstitials, dislocations,
impurity phases, grain boundaries, etc ). The movement of these defects
will affect U and thus cjj; the magnitude of the effects depend sensitively
on the growth conditions and handling of the sample. These processes, .
known collectively as relaxation phenomena, cause significant anomalies
in the temperature dependence of the ¢jj. Fortunately, it is often possible
to distinguish these anomalies from those associated with phase
transitions because they should depend on the frequency of the applied

stress. (For a good overview of the effect of relaxation phenomena on cj;,

see Ref, 3.)



The interpretation of changes in elastic constants is simplified by -
simultaneous measurement of the absorption of strain energy in the
sample (attenuation for ultrasonic experiments or damping for vibrating
reed experiments). At phase transitions which are coupled to the
appropriate strains, both ¢ and the damping show critical behavior.!®
Moreover, when the frequency of the applied stress equals the
characteristic frequency of a particular relaxation phenomena, a maximum
occurs in the damping.3

The remainder of this chapter describes various experimental
techniques for measuring the elastic properties. Sect. 4.2 provides an
overview of experimental techniques. Sect. 4.3 examines vibrating reed
techniques in more detail and Sect. 4.4 describes the particular
experimental configuration chosen to provide the best trade-off between

precision and experimental ease. Sect. 4.5 catalogues a variety of

experimental 'tricks.’

4.2 Methods of measuring elastic properties
4.21 Overview

Because of the importance of elastic properties, many experimental
methods have been developed for their investigation. A list of methods
compiled from published results on the high-temperature
superconductors (HTSC's) and charge-density wave (CDW) materials
follows: (i) uniaxial tensile test in which the sample strain and thus the
Young's modulus are determined directly from the elongation under an
applied stress;!% 15 (i) vibrating reed technigue in which the elastic

properties are inferred from the resonant frequencies for various
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macroscopic modes of oscillation; 16 17 (iii) acoustic or ultrasonic
technigues in which the sound wave velocity is determined for a variety
of different polarizations and propagation directions; 820 (iv) electron
diffraction studies in which changes in the unit cell dimensions are
measured as functions of applied stress;?! (v) Brillouin scattering in which
the energy (E) of acoustic phonons as a function of wavevector (k) is found
by determining the Raman shift caused by these phonons;?? and (vi)
inelastic neutron scattering in which the complete E vs k diagrams can be
determined for both acoustic and optical phonons.?? There are also a
variety of methods which have been developed to measure the elastic |
properties of thin-films; examples are surface acoustic waves?? and
ultrasonic oscillators.?®

* These methods vary widely as to complexity, cost, accuracy, required
sample dimensions and sensitivity to changes in the elastic constants.
Ultrasonic techniques have been used most extensively in studying the
HTSC's and Sect. 4.22 describes them more fully. For the experiments
discussed in this thesis, the vibrating reed technique, described fully in
Sect. 4.3, provides the best sensitivity for the available samples.
4.22 Ultrasonic techniques

In the most straightforward ultrasonic techniques, sound waves with

a particular polarization (i.e longitudinal or transverse) are produced by a
piezo-electric and introduced into the sample. The wave velodity, vjj, is
directly related to ¢jj, (vij = \/ci}'/ p where p is the density and i and j refer to
the direction of propagation and polarization relative to the crystal axes).'8

vjj is determined by detecting the sound pulse with an additional piezo-

electric and measuring the transit time across the sample or for any
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‘numbers of reflections. The damping for that mode of vibration is
determined by measuring the signal decay with number of reflections.
Additional sensitivity to small changes in the elastic constant (to ~ 10
ppm) can be gained by operating in a resonant condition in which integral
number of wavelengths occur within the sample. Recently, Migliori et
al.26 27 have introduced a method in which the complete elastic constants
for a particular material are determined from a large set of sample
resonant frequencies for nearly free vibration; this method, however,
requires extensive computer time and particular sample geometry.

The sensitivity and the relatively low cost of the required equipment
make ultrasonic methods attractive. The drawbacks arise from the
requirements for sample geometry and for coupling of the sound wave
into the sample (usually achieved with vacuum grease). In general, for
satisfactory results, the sample must be cyliﬁdrical with faces
perpendicular to the cylinder axis and large enough ( ~ 1 mm?2 on a face)
for good coupling of the crystal to the transducers. Though YBayCuzO7
and Lajy.,SrxCuOy crystals can be grown with the appropriate shape, proper
crystals of other HTSC's do not yet exist. The CDW compounds have one
or two dimensional crystal morphologies which make ultrasonic
measurements difficult. In one experiment, Jericho and Simpson23

coupled ultrasonic longitudinal waves into .hin TaS3 crystals by mounting

one of the transducers on a crossed wire suspension.



4.3 Vibrating reed method
4.31 Background
There are several measurement techniques subsumed under the

heading "vibrating reed.” Each uses macroscopic movements of the
sample to determine the material's elastic properties; these movements
are often either simple bending or twisting of the whole sample. Bending
a beamlike sample, parallel to the sample width, t; as shown in Fig. 4-1,
produces stresses parallel to the sample length L, with one side of the
sample in compression and the other in tension. The resonant
frequencies (fn) for bending when one sample end is rigidly clamped and
the other is free to vibrate, "clamped-free” configuration,(see Fig. 4-1) are
directly related to the Young's modulus (Y) for uniaxial stress applied
parallel to L, i.e.

fn = (ant/ 1) (Y/p)1/2 (4.2)
where oy, is a constant dependent on the particular flexural mode (o, =
0.1615, 1.0123, 2.8346, and 5.5622 for the fundamental and first three
harmonics, respectively), t is the thickness parallel to the direction of
vibration, and p is the density.29 If a load of mass M is attached to the free
end of the reed, then '

fo = (1/2m) [Ywt3 / 4L3(M + 0.2357my)]1/2 (4.3)
where w is the sample width perpendicular to the direction of vibration,
m; is the weight of the sample, and M2ms.3
For measurements of the shear modulus (G), a large mass (flag) is

usually attached to the sample to excite and detect twisting deformations.

57
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Similar to bending experiments,
f =kVG ECYY

where kg depends on sample and flag geometry.30

Y and G are directly related to the ¢ and depend on the direction of
the crystal axes within the sample. The above relationships assume that
the sample is thin, i.e. t<<L. In general, this condition on sample geometry
must obtain for vibrating reed to be practical. The resonant frequencies
often occur at kHz frequencies for which there are a variety of inexpensive
excitation, detection, and signal processing techniques. The particular
strength of the vibrating reed method is its sensitivity to small changes in
the appropriate elastic constant (~ppm). Indeed, it has been especially
important in determining the effects of temperature, magnetic and electric
fields on the elastic constants. Because the resonant frequency depends
sensitively on sample dimensions, this method yields only an estimate of
the absolute magnitude of Y and G. The frequency dependence of the
vibration amplitude of the reed is that of a harmonic oscillator and the
displacement of any portion of the reed has components both in phase (Xj)

and out of phase (X,) with the driving force.

O (f2-fHA 45)
(£2- £2)° + (5£D°
2
Bfg A (4.6)

(2 £ + (8827
8 is the damping of the resonance (6 = 1/Q) and A depends on the position
along the reed and the magnitude of the driving force. Fig. 4-2 plots both

Xjand X, as functions of frequency.
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Fig. 4-2. Quadratu;e and in-phase response, relative to the driving
excitation, as functions of frequency for a vibrating reed (resonant

frequency, fo =2000 Hz and § = 1/Q = 3.3 x 10-3).
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4.32 Clamping conditions

For vibrating reed, the various techniques can be subdivided by
methods for clamping, excitation and detection. The appropriate choice
for each of these depends on the properties to be investigated, the available
electronics, and the sensitivity desired. When working with the HTSC's
or CDW materials, the chosen clamping conditions are usually either
fixed-free (as shown in Fig. 4-1), fixed-fixed, or fixed-inertially clamped.
Inertial clamping refers to the use of a large load mass at one end of the
sample which induces a node but does not rigidly clamp this end.3! The
latter two are used when current is passed through the sample and for
both, unfortunately, changes in the clamping apparatus can significantly
affect the resonant frequency. Fixed-fixed is especially difficult to use
when temperature varies because even small differences in thermal
expansion can cause large sample stresses. A temperature compensated
apparatus with a bimorph as one of the clamps mitigates some of these
effects.>?
4.33 Excitation methods

The excitation technique must apply forces or torques in such a way
to excite the desired mode of vibration. The two most common methods
are (i) electrostatic attraction and (ii) piezo-electric movement. For (i), a
drive lead is positioned close to the sample (~25um) and charged.® If the
sample is an effective ground plane, then it collects the opposite charge
and experiences and attractive force to the lead. The benefits of this
method are that it is compact and the force on the sample is at twice the
drive frequency so crosstalk on ground planes and pick-ups is reduced.

The drawbacks are the following: the need to position the lead close to the
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sample, which for fragilé samples is a perilous task; the mechanical
resonances of the drive lead may be confused with those of the sample;
and large voltages (>100V) needed to produce significaht sample
movements require special handling. For (ii), piezo-electric movement,
the "fixed" end of the sample is affixed to a piezo-electric mount (either a
simple piezo-electric®® or a bimorph32). When voltages are applied across
the piezo-electric, small displacements (~A) are induced at the sample.

The benefits of this method are that the effective force occurs at the sample
boundary so many flexural modes can be excited and that'no delicate
positioning is required. The drawbacks are that the piezo-electric has an
extremely large dielectric constant (~10%) and can interfere with nearby rf
signals and that it draws substantial current even at low drive voltages
(10V) and frequencies (kHz) which may produce spurious signals on
adjacent leads. In general, the benefits of the piezo-electric make it the
appropriate excitation method for most circumstances.
4.34 Detection techniques

A detection technique must be sensitive to small displacements
(<100A) of one portion of the sample. There are 'many methods for
detecting small movements, yet not all have been incorporated into

4 or interference>> 36

vibrating reed. For example, optical deflection’
methods provide excellent sensitivity; however, this method has not
found widespread use because of the difficulties of coupling light onto the
sample and of canceling out extraneous optical path variations. Three
detection techniques are commonly used; (i) dc capacitance,!® (ii) rf

capacitance,17 and (iii) helical resonator.>? For (i), the sample acts a one

plate of a capacitor as shown in Fig. 4-3a. Movements of the sample
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change the plate spacing and the effective capacitance. A large voltage
(~150V) is maintained between the sample, which acts as an effective
ground, and the pick-up lead. Movements of the sample cause current to
flow into the pick-up which is detected by a sensitive ammeter in series
with the applied voltage. For (ii), rf capacitance, an rf signal (~300MHz) is
fed into the clamped end of the sample, as shown in Fig. 4-3b. A pick-up
electrode is positioned ~50um from the desired portion of the sample.
Movements of the sample change the coupling to the pick-up and produce
an envelope on the rf signal (see Fig. 4-5a). This signal is then amplified
and demodulated with either a diode detector (power meter) or a mixer.
The diode detector, being a two terminal device is easier to use; however,
most diode detectors lose sensitivity at high frequencies (>20 kHz). For
(iii), helical resonator, rf signal modulation is again used to detect sample
movement, but in this case, the sample acts as a ground plane in an rf
cavity, as depicted in Fig. 4-3c. The helix in the center of the cavity reduces
the cavity resonance (f,) from ~10GHz to ~400 MHz but maintains a high
Q (= fo/FWHM where FWHM = full-width at half maximum). The cavity
and helix parameters may be chosen to yield an unloaded Q of ~ 1000
without expensive plating techniques. f; is extremely sensitive to the
termination conditions at the free end of the helix. Movements of the
sample are capacitively coupled to the helix and alter f,. Changes in f, can
be detected with a variety of mixing techniques. Fig. 4-3c depicts a
schematic diagram both of the helical resonator and an example of one

such mixing technique.
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4.35 Sensitivity analysis

The sensitivity of each of these methods can be increased by using a
dummy in parallel to the actual sample. By subtracting the dummy signal
from the actual signal, spurious effects arising from variations in the
external circuitry may be minimized.

Many factors determine which detector technique is appropriate for a
particular experiment; a significant concern is the sensitivity to sample
displacements. Careful construction of the vibrating reed apparatus is
needed to ensure that the movements of the stray leads are not the
dominant noise source. As carefully described by X. D. Xiang,!% 32 the
sensitivity is ultimately limited by the Johnson noise of the detection
apparatus. The minimum detectable displacement (Admin) is then written
as

Adiin = (C/Co) (4KETBR®Y/2 / (Vimax/do) 4.7)
where C is the capacitance between sample and pick-up lead, C, is the stray
capacitance in the detection circuit, kg is Boltzmann's constant, B and Ry
are the bandwidth and input impedance, respectively, of the detection
apparatus, d, is the distance between the sample and pick-up lead, and
Vmax is the maximum voltage which may be applied. Vmax must be leés
than the vacuum breakdown voltage between the sample and pick-up
leads (Vmax/do < 105V/cm), but a more restrictive bound arises because it
is undesirable for Vmax to affect the sample vibration. This bound
depends on the sample dimensions and Young's modulus, but for small
thin samples (~ 1.00 x 0.02 x 0.02 mm3), Vinax ~ 103 V/cm.13 For dc and rf
capacitance methods, only Rg varies with Rg(dc)~1019Q and R4(rf)~104Q.
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C/Cq ~ 10 - 100. Therefore, for the rf capacitance method, Admjn ~ 102 A
VB/Hz."?

The analysis for the helical resonator is more subtle.?2 The effective
Johnson noise is decreased from that for the dc and rf capacitance methods
and there is a net signal to noise gain proportional to Qy, the unloaded Q
of the cavity. Xiang et al. have achieved sensitivities of 1.4 x 104 A
VB/Hz.32

For many vibrating reed experiments, that extreme sensitivity is
unneeded and other concerns — such as ease in handling the sample,
experimental turn-around time, and availability of computer interfacing
— must be considered. At present, it is difficult to connect the helical
resonator to the computer for temperature dependent studies. As
temperature changes the phase change along the resonator arm of the
circuit changes and delay lines must be adjusted mechanically. An

electronic phase shifter may ameliorate this difficulty.

4.4 Particular vibrating reed design

This section describes in detail the vibrating reed apparatus and
external circuitry found to be the best trade-off between sensitivity and
experimental ease. This particular apparatus uses a piezo-electric drive
and rf detection and can be attached to a variety of proves for submersion
in liquid helium or positioning in a superconducting magnet. The
remainder of this section is divided as follows: 4.41 Description of
apparatus and design considerations; 4.42 Signal processing electronics;

and 4.43 Automated data acquisition.
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4.41 Description of apparatus and design considerations

The apparatus, shown as an exploded schematic in Fig. 4-4, is
designed to be attached to a multipurpose probe which has a coax center
conductor connected to the central pin. This design can be readily
modified to allow different connections to the rf input signal. This rf
signal is routed with #28 gauge wire to a gold plate the piezo-electric
assembly and then to the gold plate on which the sample is affixed with
silver paint (Dupont Conductor composition 4929N). The signal is
capacitively coupled through the sample and a small gap to #30 gauge
copper pick-up lead which is connected to the center pin of a second semi-
rigid coax cable. The Al,O3 spacer plays the crucial role of decoupling the
rf signal from the piezo-electric. Fof frequencies less than several GHz, the
dielectric constant of the piezo-electric is huge (>2000) and the spacer
ensures that it does not shunt the rf signal coming to the sample.

The insulated pick-up lead is affixed to the aluminum leaf spring
which is rigidly attached to pickup-mount (a) and the fine adjust screw in
pick-up mount (b) allows the pick-up wire to be accurately positioned close
to the sample (5-25 um). This design accommodates many different
sample lengths and reduces the chance of damaging the sample when
positioning the pick-up. Because "coarse" adjustments are made by
bending the pick-up, some delicate handling is still required. The need for
flexibility in the pick-up also precludes the possibility of shielding it from
extraneous rf signals.

The piezo-electric used in this apparatus (0.10" x 0.10" x 0.40"; Stavely-
EBL Division, lead zirconate Navy Channel 5a) provides ~10A/V

movement at its free end. To reduce extraneous vibrations and
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resonances, it is crucial that the piezo-electric be rigidly clamped. As
shown in Fig. 4-3, the piezo-electric sits in a 0.075" slot in the copper
holder and is firmly affixed with stycast. (The nickel electrode has been
removed from this portion of the piezo-electric.) The copper support is
then clamped to the base with two 0-80 screws. Even at low frequencies
and voltages, the piezo-electric draws substantial currents (~100 mA) and a
shielded twisted pair is nee&ed to minimize inductive crosstalk with
other leads {especially the diode leads). In generai, piezo-electrics show
marked temperature dependence in their constrictive and dielectric
constants. Fortunately, the vibrating reed method does not require an
absolute calibration of the forcing vibration. The sample damping, though
roughly inversely proportional to the amplitude of the resonance, can be
more accurately determined from Q. Using both optical and capacitive
means, the bimorph motion was found to be reduced from its room
temperature value by ~60% at 77K.

The temperature sensor (Lakeshore 471-5D) provides good sensitivity
over the temperature range (4.2-300K). In two studies, one using a second
diode and another with a differential thermocouple, the sample and diode
temperature were confirmed to be within 2K with no helium exchange gas
and under rapid heating and cooling conditions. With an exchange gas
(~1 torr of helium) and slow temperature changes, their respective
temperatures agreed to +0.25K. A clamping capacitor (~2ufd) between the
two diode leads removes stray signals induced by the bimorph and rf

drives.
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4.42 Analog- detection electronics

Sample movements cause the rf signal at the pick-up to be amplitude
modulated as shown in Fig. 4-5a. The simplest method for detecting this
modulation, shown schematically in Fig. 4-5b, uses a diode (HP11096) to
detect the signal power. Unfortunately, such diode detectors usually have
a limited bandwidth and will not detect envelope modulations at
frequencies greater than 20kHz. A frequency mixer provides the easiest
means of detecting modulations for higher frequencies. Shown
schematically in Fig. 4-5¢, the original drive signal is mixed with the
detected signal to determine the additional sidebands present in the
detected signal. The choice of the appropriate mixer can be difficult. Some
useful comments are contained in Ref. 37. For this circuit, the appropriate
mixer is roughly determined by the maximum output power of the
frequency synthesizer (1.5V rms or ~16dbm) and the frequency range of
interest (dc - 1000 MHz). A Level 7 mixer, such as an HP 10514A, requiring
7 dbm reference signal at the LO port, satisfies the design constraints. A
Level 10 mixer with suitable frequency response could also be used. The
mixer adds some additional subtlety to the circuit since the appropriate
power level and phase of the input signals (LO,RF) must be maintained.

A lockin amplifier (EG&G5407) detects the in-phase and quadrature
components of the demodulated signal at the piezo-electric drive
frequency. Near a sample resonance, the outputs of the lockin — if it is in
the X-Y mode — appear similar to those shown in Fig. 4-2. Unless there
are additional resonances present or some non-linearity in the motion of

the sample, adjusting the phase of the lockin can make the signal appear
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exactly as shown in Fig. 4-2. The resonant frequency is determined either
by the zero crossing of the in;phase or by the peak position of the
quadrature. The former provides a more sensitive probe of the resonant
frequency and thus Young's modulus.

Many previous experiments have followed the resonant frequency by
Operating in a phase-locked configuration; i.e. the in-phase output of the
lockin is connected to the volfage controlled output (VCO) port of the
piezo-electric drive. If the resonant frequency shifts, then the non-zero in-
phase signal will cause the frequency of the drive to shift commensurately.
This method, while convenient, reduces the sensitivity of the circuit
because the frequency stability is no longer determined by the synthesizer,
which may be as stable as 1 part in 108 per hour, but is determined by the
lock-in and extraneous line noise. The computer controlled configuration
described below provides the possibility of greater sensitivity.

4.43 Computer assisted data acquisition

An HP9000-216 computer connects to the analog circuit, depicted in
Fig. 4-6, to monitor and control the system and to store the data along with
pertinent system parameters. Voltmeters with HPIB (HP interface bus)
ports are connected to the diode and lockin X; and X, output ports. The
computer diréctly controls the HP3325B frequency synthesizer.

The tree-structured program, DIO_FSCAN, has two distinct data
taking routines; "measure_fscan" which measures the outputs of the
lockin Xj and X, ports as functions of frequency (i.e. it produces curves
similar to that shown in Fig. 4-2) and "measure_fstep” which tracks and
records the resonant frequency and quadrature output as functions of

temperature. For either routine, the user must enter a set of parameters
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"exp_param” which desdibe the configuration of devices to which the
computer is connected and assist the computer in tracking and
determining the resonant frequerncy. ( The “information” subroutine in
the main menu contains a description of each of these parameters.)
During the experiment, the experimental parameters can be changed and
each set is stored as one "mode” of the experiment. When the sample data
is stored, it is linked with the appropriate mode.

The subtleties of the computer program lie in the temperature
subroutine, "measufe,_fstep;" hore, at temperature intervals set by the
user, the computer determines the zero-crossing of the in-phase signal by
taking three data points which straddle the resonant frequency. The
computer continues to search until a zero-crossing is found by increasing”
(decreasing) frequency if the in-phase is positive (negative). The frequency
increment, "f_step for zero X," and time delay, "tau_data,” between data
points are both set by the user and depend on the time delays of the lockin,
the Q of the resonance, how rapidly the resonant frequency changes, and
how accurately it should be determined. A rule of thumb is that the
sensitivity is ~ 1/20 the step frequency and that tau_data should be five
times the time delay of the in-phase signal (unless the program is operated
in the "follow" mode — see below). When the zero crossing is found, the
computer also stores the maximum of the three corresponding quadrature
signals as the resonance amplitude. The search for the resonant frequency
is accelerated by choosing the "follow” mode which uses the sign of the
expected slope of {(T), as entered by the user, and the in-phase output to

follow the resonant frequency. Basically, the system acts as a phase locked
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loop which maintains the frequency stability of the synthesizer. In this
mode, "tau_data” may be 1.5-2 times the in-phase time delay.

In the "measure_fstep" routine, the user may also choose to perform
a "q_check” which will fit a Lorentzian to the quadrature and determine
both Q and the approximate resonant frequency. Three points are first
taken at the top of the Lorentzian and are used ‘to estimate what
frequencies would lie roughly half-way down either side of the
Lorentzian. The frequency step used here is three times "f_step for zero
X," but the user may choose to modify it to properly map out the
Lorentzian. The quadrature values of these five points are then best fit.
Determining Q takes considerably longer than simply finding the resonant
frequency and the sample temperature should be stabilized (<0.5K/min).
Over small temperature intervals (10-20K), the resonance amplitude tracks
Q, but over largec  intervals, the propoftionality does not hold because the
amplitude of the piezo-electric motion, the amount of rf signal
transmitted through the sample, and the distance between the sample and
pick-up may all change with temperature. Checking Q every 10K or 20K
determines the relationship between Q and resonance amplitude. If the
program should become "hung" during data gathering, it can be safely
"paused” and restarted. The data are stored in COMMON statements
which ensures that they aren't erased if the program is restarted.

Computer assisted data acquisition makes vibrating reed experiments
much more convenient. Interpreting vibrating reed data involves being
aware of features on both small and large scales. Moreover, programs
such as NEW_PLOT allow the following data manipulations: removing a

slowly varying (either linear or quadratic) background from the data,
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subfracting two data sets, or performing simple mathematical
manipulations. For more complex analysis and graphical manipulation, it

is usually worthwhile to transport the data to an Apple®.

4.5 Experimental tricks

This section describes a collection of experimental tricks which the
new user of this vibrating reed apparatus may find helpful; it covers (i)
handling of small, fragile, samples, and (ii) searching for a resonance.

The vibrating reed apparatus was designed to facilitate the handling
and testing of fragile samples; in particular, it is possible to remove
samples and reuse them later. A sample mount is first prepared by cutting
10 mil gold foil to the approximate size of the end of the piezo-electric
assembly. This square is then weakly affixed to a slide with silver paint,
and a second square is bought within ~3/4 of the expected sample length,
as shown in Fig. 4-7a. The sample is maneuvered (Fig. 4-7b) onto the two
squares by delicate use of forceps or sharpened wooden stick.38 By
positioning the wooden stick under the middle of the sample, the sample
can be placed touching both gold squares and the wooden stick withdrawn
through the intervening space. Thinned silver paint s then wicked along
the top of the sample mount without the "paint brush” approaching the
sample. Once the sample is rigidly held by the paint, the additional square
is removed and thicker silver paint applied. After this second coat of paint
has dried, the piezo-electric assembly (Fig. 4-4) is placed nearby on double
sided tape so that the gold rf plate faces up. A coat of silver paint is then
applied to this surface. The sample mount with the attached sample is

removed from the slide by placing a scalpel underneath the mount and
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prying it into the jaws of a delicate pair of forceps. The sample mount is
now placed on the piezo-electric asseﬁbiy and carefﬁlly pressed into the rf
plate to remove excess silver paint. By placing the assembly under a heat
lamp, the silver paint dries within 20 minutes. The assembly is removed
from the double-sided tape and, firmly held by heavy forceps at the rf
connector, moved to the probe. The pick-up lead should be completely
bent away from the sample and the leaf spring fully retracted. Sliding the
rf connector over the rf pin in the base roughly secures the assembly. Two
0-80 screws then rigidly clamp it into place.

 When bending the pick-up lead to within ~200pm of the sample, one
must be aware of its substantial "springiness" and not allow it the strike
the sample. The effects of its elasticity are reduced by working under a
microscope and by first pulling the lead past the desired position. The
forceps must be opened slowly to allow the lead to reach its relaxed
position without overshoot.

When the sample and pick-up leak are in place, the piezo-electric
drive and rf detection circuits are connected as shown in Fig. 4-6. A quick
check of whether the piezo-electric is correctly connected is to listen for the
piezo-electric movements at ~12kHz and 10V drive. In this range, its
movements should be audible. The power of the reference rf signal is set
at a level appropriate for the mixer {probably ~ 10dbm} and its phase
should be adjusted with the delay line to yield the largest signal out of the
mixer (as checked by a dc voltmeter). By choosing the correct amplifier
and attenuator, the size of the detected input to the mixer is adjusted to be
at least 7 db below the reference (checked with diode detector and

voltmeter). A quick check to determine whether the demodulation circuit
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is operating correctly is to set the internal modulation of the rf synthesizer
at 1% and 1 kHz; as the piezo-electric drive synthesizer is swept through 1
kHz, large interference should be evident at the lock-in outputs. The slow
search for resonances may now begin. With a 10V drive into the piezo-
electric and a ~ Tmm long sample, the amplitude of the resonance should
be between 1-30 V.

Its necessary to determine which resonances arise from the sample
and which arise from extraneous sources (pick-up lead, rf lead, instabilities
in the piezo-electric assembly, electrical resonances, etc.). The piezo-
electric assembly may be checked quickly by pressing down firmly with a
wooden stick; if this significantly affects the signal, the resonance can be
safely attributed to the assembly. Moving the position of the pick-up
slightly with the fine adjustment screw will reduce the amplitude of the
resonance only if it arises from the sample or pick-up. The pick-up lead
may then be lightly touched with a sharpened wooden stick, painted with
silver paint or dabbed with a methanol droplet to determine whether it is
the source.

The remaining resonances must now be investigated to ensure that
they arise from the sample. The safest (and slowest) test is to put a drop of
silver paint on the sample mount and to push it toward the fixed end of
the sample. Reducing the effective length of the sample will increase the
resonant frequency. A faster (and more dangerous) method is to carefully
lay a piece of lint (e.g. a Kimwipe® fiber) on the sample. This should
completely damp out any vibration. Another method is to use a drop of
methanol either near the fixed end of the sample or on the sample itself

on the sample mount. If there are several resonances, they should
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-roughly obey the proportions for flexural resonances, i.e. 1:6.267 : 17.547 :
34.387 : 56.843. '

After the experiment, the sample is recovered as follows:

(i) remove the piezo-electric assembly from the base and and again place

it on double-sided tape with the sample mount facing up

(ii) cut a long, thin piece of masking tape (~ 1.5" x 0.08") and attach one

end to the sample mount and one to the underlying slide

(iii) use a scalpel to pry loose the side of the sample mount while holding

the piezo-electric assembly with a pair of heavy forceps

(iv) remove the sample mount and sample from the masking tape and

store it for further use.



10.-

11.

12.

13.

14.

15.

16.

81

References

Goran Grimvall, Thermophysical Properties of Materials (North-
Holland, Amsterdam, 1986).

G. Simmons and H. Wang, Single Crystal Elastic Constants and
Calculated Aggregate Properties: A Handbook (M. 1. T. Press,
Cambridge, Mass., 1971).

A. S. Nowick and B. S. Berry, Anelastic Relaxation in Crystalline
Solids (Academic Press, New Yord, 1972).

Robert W. Keyes, in Solid State Physics, F. Sei'tz, D. Turnbull and H.
Ehrenreich ed., (Academic Press, New York, 1967), p. 37.

John J. Hall, Phys. Rev. 161, 756 (1967).
Robert W. Keyes, Phys. Rev. Lett. 34, 1334 (1975).

L. D. Landau and E. M. Lifshitz, Statistical Physics (Pergamom,
London, 1959).

A.J. Millis and K. M. Rabe, Phys. Rev. B38, 8908 (1988).
L. R. Testardi, Phys. Rev. B12, 3849 (1975).
L. R. Testardi, Phys. Rev. B3, 95 (1971).

L. R. Testardi, iﬁ Physical Acoustics, W. P. Mason and R. N. Thurston
ed., (Academic, New York, 1973), p. 193.

M. Barmatz; L. R. Testardi and F. J. DiSalvo, Phys. Rev. B12, 4367
(1975).

Xiao-Dong Xiang, Ph.D. Thesis, University of Kentucky, Lexington
(1989).

M. J. Skove, T. M. Tritt, A. C. Ehrlich and H. 5. Davis, Rev. 5ci.
Instrum. 62, 1010 (1991).

Shen Huimin, Wang Yening, Zhang Zhifang, Zhang Shiyuan and
Sun Linhai, J. Phys. C 20, L889 (1987.

T. Tiedje, R. R. Haering and W. N. Hardy, ]. Acoust. Soc. Am. 65, 1171
(1979).



17.

18.

19.

20.

21.

23.

24.

25.

26.

27.

28.

29.

B2

R. C. Lacoe, Ph. D. Thesis, University of California, Los Angeles
(1983).

B. A. Auld, Acoustic Fields and Waves in Solids (Wiley, New York,
1973).

M. Saint-Paul, J. L. Tholence, H. Noél, ]J. C. Levet, M. Potel, P.
Gougeon and J. J. Capponi, Solid State Comm. 66, 641 (1988).

M. Saint-Paul, J. L. Tholence, H. Noél, ]. C. Levet, M. Potel and P.
Gougeon, Physica C 166, 405 (1990).

John E. Fischer, Paul A. Heiney, Andrew R. McGhie, William J.
Romanow, Arnold M. Denenstein, Jr. John P. McCauley and Amos B.
Smith, Science 252, 1288 (1991).

M. Boekholt, J. V. Harzer, B. Hillebrands and G. Giintherodt, Physica
C 179, 101 (1991).

Henry Chou, K. Yamada, J. D. Axe, 5. M. Shapiro, G. Shirane, Isao
Tanaka, Kenichi Yamane and Hironao Kojima, Phys. Rev. B42, 4272
(1990).

R. L. Willett, M. A. Paalanen, R. R. Ruel, K. W. West, L. N. Pfeiffer
and D. . Bishop, Phys. Rev. Lett. 65, 112 (1990).

Stuart W. Wenzel and Richard M. White, in Microsensors, Richard S.
Muller, Roger T. Howe, Stephen D. Senturia, Rosemary L. Smith and
Richard M. White ed., (IEEE Press, New York, 1991), p. 283.

A. Migliori, William M. Visscher, 5. E. Brown, Z. Fisk, S. -W. Cheong,
B. Alten, E. T. Ahrens, D. A. Kubat-Martin, J. D. Maynard, Y. Huang,
D. R. Kirk, K. A. Gillis, H. K. Kim and M. H. W. Chan, Phys. Rev. B41,
2098 (1990).

A. Migliori, William M. Visscher, 5. Wong, S. E. Brown, I. Tanaka, H.
Kojima and P. B. Allen, Phys. Rev. Lett. 64, 2458 (1990).

M. H. Jericho and A. M. Simpson, Phys. Rev. B34, 1116 (1986).

Jr. W. Weaver, S. P. Timoshenko and D. H. Young, Vibration
Problems in Engineering (Wiley, New York, 1990).



30.

31.

32.

33.

35.

36.

37.

38.

83
R. F. S. Hearmon, An Introduction to Applied Anisotropic Elasticity
(Oxford University Press, London, 1961).

J. W. Brill and W. Roark, Phys. Rev. Lett. 53, 846 (1984).

X.-D. Xiang, J. W. Brill and W. Fuqua, Rev. Sci. Instrum. 60, 3035
(1989).

S. Hoen, 1. D. Parker, W. N. Creager and A. Zettl, Syn. Met. 41-43, 3871
(1990).

G. Meyer and N. M. Amer, Appl. Phys. Lett. 53, 1045 (1988).

D. Rugar, H. J. Mamin, R. Erlandsson, J. E. Stern and B. D. Terris, Rev.
Sci. Instrum. 59, 2337 (1988). ’

D. Rugar, H. J. Mamin and P. Guethner, App. Phys. Lett. 55, 2588
(1989).

RF/IF Signal Processing Handbook (Mini-Circuits, P. O. Box 350116,
Brooklyn, New York, 11235, 1990).

An 1/16" pine dowel soaked in methanol proved the easiest to
sharpen. No anomalous effects were seen with schlangenholtz
dowels.



Chapter 5: Elastic Response of High-Temperature

Superconductors

5.1 Introduction
The unusually high superconducting transition temperatures

associated with the metallic oxides La~l€'»a~~‘Cu~O,1 Y-Ba-C‘.;L—O,2 and related

3-6 suggest a new superconductivity mechanism. The observed

7-10

structures
zero or very small isotope shifts’ ™" give evidence for electron pairing
mediated at least in part by non-phonon excitations. However, recent

11-13 suggest that anharmonic lattice vibrations may

theoretical advances
explain both the high T¢'s and the small isotope shifts. Indeed, the first
study of the elastic properties of a high-temperature superconductor
(HTSC), performed on Laz.xSrxCuQy4, demonstrated a dramatic lattice-
mode softening well above T4 Large anharmonic terms in the
interatomic potential are usually a signature of proximity to a structural
phase transition. Similarly, for conventional superconductors with
relatively high T¢'s, such as the A-15 materials, the large T appears
intimately linked with structural instability.!> 16

A particularly useful probe of phonon structure and electron-phonon
coupling in a solid is the determination of the bulk elastic properties of the
material. For example, soft phonon modes associated with electron-
phonon driven Peierls transitions in charge density wave sys.tems,17 and
those associated with the relatively high transition temperatures of most
A-15 superconductors,ls' 16 are readily accessible by ultrasound

propagation or vibrating reed measurements. The magnitudes of the

elastic constants place significant bounds on the form of the interatomic
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potentials. Their temperature dependence is an important tool for
determining the degree of anharmonicity in the potentials, the presence
and thermodynamics of any structural phase transitions, and the effects of
various structural defects (dislocations, vacancies, impurities, etc.).

This chapter reports on measurements of Young's modulus (Y) and
damping (8) of both polycrystalline and single crystal HTSC's, employing a
modified vibrating reed technique. For YBazCu3Oy, our measurements
allow intergranular effects in polycrystalline samples to be distinguished
from intrinsic crystal elastic properf:ies.18 Single crystal elastic
meastrements in the a-b plane also yield information on the
orthorhombic shear. In single crystal studies we find a small anomaly in
the Young's modulus near T which we identify as resulting from the
thermodynamics of the superconducting phase transition. In
polycrystalline specimens, a large anomalous lattice stiffening is observed

in the vicinity of T, in accord with other studies.19-24

Surprisingly, this
anomaly persists in single crystal measurements, suggesting it to be an
intrinsic material property of YBaCu3O7. Al-doped crystals show a
reduced T. and Y shows no anomalous effects. For BizSroCaCu0g, the
superconducting transition has surprisingly little effect on Y or 3. The
oxygen configuration of the material significantly affects its elastic
properties. Finally, for single crystal Tl-Ba-Ca-Cu-O, Y hardens below T,
though less spectacularly than YBasCuzOy. From the behavior of Y near
T, 9T./90 and 32T./dc2 for ¢ along the a-b plane is calculated for each of

these materials. Because the stress dependence of T, varies significantly

from material to material, these results imply that no additional phase
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transition, which couples directly to stress in the a-b plane, underlies the
superconducting pairing mechanism.

The remainder of this chapter is organized as follows: Sect. 5.2
describes our experimental technique; Sect. 5.3 details our results for
polycrystalline and single crystal YBapCu3Oy7. Sections 54, 5.5, and 5.6
describe and discuss the elastic properties of Al-doped YBazCu3Oy,
Bi;SrpCaCuy0g, and Tl-Ba-Ca-Cu-O, respectively. Sect. 5.7 summarizes the

conclusions culled from these experiments.

5.2 Experimental technique

Polycrystalline samples of YBapCu30O7 were prepared by standard
methods described elsewhere.”> Needle-shaped specimens suitable for
vibrating reed measurements were cut from sintered pellets using a
diamond saw. Single crystals of YBapCu3O7 were prepared in a gold
crucible from an off-stoichiometry eutectic melt. Following synthesis,
crystals with typical dimensions imm x 0.25mm x 0.Imm (small
dimension = c-axis) were further annealed in an oxygen environment at
750°C. Resistivity measurements showed T's near 91K for both
polycrystalline and single crystal samples, with transition widths <2K. dc
magnetic susceptibility measurements using a SQUID magnetometer
indicated typical diamagnetic onsets near 90K with ~10K transition widths.

Single crystals of BiSrpCaCupOg are grown by mixing powders of
Bi;O3, CuO, SrCO3, and CaCOj3 in molar percentages 22.4%, 32%, 26.9%,
and 18.7%, respectively, in a ball mill with acetone. The resulting powder
is placed in a gold crucible, heated at 920°C for 5 hours and cooled to 820°C

at a rate of 3°C/hour in flowing Os. Crystals grow as micaceous sheets and
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SEM analysis confirmed the composition as BizSrpCaCupOg. X-ray analysis
shows that the c-axis is perpendicular to the cleavage plane and has a
spacing of 3.0nm. Typical crystal dimensions are 1.50 x 0.10 x. 0.02 mm3
(the smallest dimension is the c-axis). The samples are characterized by
both 4-probe dc resistance and dc magnetic susceptibility which indicate a
bulk fransition temperature of ~84K and resistive transition widths of 2-
3K.

For elasticity measurements, samples are rigidly clamped with silver
paint at one end. For some materials (YBapCuzOy, Al-doped YBayCu30Oy,
and Tl3BayCapyCu3zOip), a load mass (silver paint; is attached at the free end
to reduce the flexural resonant frequency. As described in Chapt. 4,
flexural vibrations are induced in the sample cezpac:itivélyz6 and detected
with an rf capacitive technique.?” Single crystals are mounted with the ¢-
axis parallel to the direction of oscillation. Changes in response frequency
@y arerelated to Y by AY/Y = 2Awy/ o, and 8 is determined directly from
the reciprocal of Q, where Q is proportional to the resonance vibration

amplitude.

5.3 Elastic measurements on polycrystalline and single crystal YBazCu3zOy
Fig. 5-1 shows Y and & for polycrystalline YBayCuaOy as functions of
temperature.? The most striking feature is a sharp increase in Y just below
Tc (AY/Y = +4.5x10-3); this is accompanied by a dramatic peak in 8. The
anomaly in Y at a second order phase transition can be related to the stress

dependence of T, using thermodynamic considerations® 2

YAC, a'rc)

AY - P %
where AY = Y(T)- Y[T?) ' (5.2)

(5.1)
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and o; is the appropriate stress and ACy, is the specific heat anomaly
associated with the transition. With ACp/T¢ = 55 m]/ mole K2 (Ref. 30)
and assuming 9T/ 9c; = 9T./dP = .07 K/kbar (Ref. 31) and Y =2.2 x 1012
dynes/cm? (Ref. 32), AY/Y at Tc is predicted to be of order -6x10-3. This
predicted value is of opposite sign and orders of magnitude smaller that
our measured Y change in the polycrystalline specimen. Similar
unusually large anomalies at T. have been reported for polycrystalline
YBayCu3Oy by ultrasonic and torsional measurements. %24

Recent elasticity studies®? of (polycrystalline) high-T¢ superconductors
have indicated that the polycrystalline Young's modulus may be strongly
influenced by the single crystal shear modulus, which demonstrates the
importance of measuring the elastic properties of single crystal specimens.
Single crystal measurements also isolate non-intrinsic features introduced
by grain boundaries.

Figs. 5-2a,b show, respectively, Y and 8 as functions of temperature for
single crystal YBasCu3z07.18 34 Between 295K and 4.2K, Y monotonically
increases with a total change of 11%. However, substantial changes in
slope in Y are apparent near T and at other temperatures. 8 shows a
dramatic peak near T.. Before discussing these large anomalies, we
examine the detailed behavior of Y near T.. Fig. 5-3 shows, on a high
resolution scale, Y as a function of T near 80K. The data has been adjusted
by subtracting a coﬁstant slope (that measured at 70K) from experimental
points. This adjustment allows discontinuities in Y to be more easily
distinguished. Near 80K, which corresponds roughly to the magnetic
transition midpoint for this particular crystal, there is a discontinuity in

the Young's modulus AY/Y = -9 x 103 which is of the expected sign and
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-order of magnitude from the thermodynamics of the supercondticting
phase transition (see above). From equation 5.1, our measured AY/Y
yields 0T./dc; = 0.09 K/kbar. This is the predicted a-b plane stress
dependence of T. in single crystal YBayCu3Oy7, and the first such prediction
for a high-T, superconductor, and is similar in magnitude to 0T./oP
determined from pressure studies, 3" 336 j e 3T /3P = 0.043 - 0.07 K/kbar.

Fig. 5-3 shows significant change in slope at the superconducting
transition; this slope change causes the apparent hardening for T<T,

visible in Figs. 5-1 and 5-2a. From this data, A@InY/dT) = -1.3 x 104 K1,

"

where

alnY)

L H{ - T;)]. | 53

1
Yo oT

The large slope change is similar to that present at T for the A-15
materials!> 16 and indicates that the condensation of electrons into lthe
superconducting state significantly affects the interatomic potential. This
would be the case if there were a nearby structural transition (soft mode)
which is being stabilized by the electronic condensate. The values of
A@@InY/dT) have traditionally been used to determine 92T./9ci?; however,
29,37

formal thermodynamic calculations yield

YA T A{a'rc 2
T T |as?2 T 9a

where A = (ACp/Tc)/[A@Cp/3T)] and B is generally small and depends on

(5.4)

aTC)

0c;

dinY
e

the third order strain tensor and the effect of strain on the electronic
density. For a conventional, weakly coupled, superconductors, A = 0.43.38
From specific heat data®® on polycrystalline samples of YBayCuzO7, A =

0.062. For either case, the second term on the right hand side of equation
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5.4 is too small to contribute significantly. The third term should not be
particularly large for this material because Y(T) is not particularly
dependent on temperature nor does the free carrier density change
drastically with applied stress. Therefore, 02T./do;? = N 0.01 K/kbar2.
Thus, even for small stresses {(~kbar), the quadratic dependence of T¢
should dominate the linear dependence. A variety of pressure
experimentsm' 35,36 have seen very little or no quadratic pressure
dependence of T.. However, these experiments were performed at
relatively high pressures (4-140 kbar). Interestingly, two experiments®0- 41
which included pressures less that 1 kbar both exhibited significant
quadratic pressure dependence of Te.

The data of Figs. 5-2a,b show additional unusual and unexpected
features. Changes in the slope of Y are observed near 200-240K (hysteretic)
and 100K, and there is a gradual rolloff in Y near 40-60K. Fig. 5-2b shows
that many of the features in Y have associated structures in & (the feature
near 200K in Fig. 5-2b is particularly interesting since it is largely
sﬁppressed upon sample warming). Interestingly, a sharp peak at 160K
and additional structure near 260K are visible in the internal friction yet
no associated anomalies are evident in the Young's modulus. The
reduced temperature dependence of the Young's modulus which occurs
below 60K and the associated reduction of the internal friction has been
seen in other materials?? and can be attributed to the freezing out of
phonon modes as T—0. A rather surprising finding is that near 100K, the
measured single crystal data is similar to that for the polycrystalline

samples (Fig 1). This suggests that the anomalous stiffening below Tt
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observed in polycrystalline samples is not due to intergranular effects, but
is intrinsic to YBayCuzOy.

It has been suggested!® that the dramatic elastic anomaly near T in
YBaCu30y7 is associated with a structural phase transition, as evidenced by
high resolution x-ray scattering experiments*? which show an anomaly in
the orthorhombic splitting. In the geometry employed for our single
crystal vibrating reed measurements, the measured Y is that associated
with uniaxial loading along the a-b plane (Cu-O planes); the corresponding

shear modulus is that between these planes. The general (first order

corrected) e>q:>1'ession44 relating wp and Y is
o = Yt3s {(1 + Kt2Y/L2G) 4L3M]-! (5.5)

where t is the sample thickness (order 0.1mm), s is the sample width
(order 0.25mm), L is the sample length {(order Imm), M is the loading
mass, G is the shear modulus, and K~1. From Eq. (2), w is significantly
influenced by G only in the limit G £ Y/100. G is bounded by the
arithmetic and geometric means of ¢44 and c¢55 and for YBayCuzO7 it is
unlikely that the above limit is satisfied.

The direct connection between Y measured in our experiments and
the stiffness tensor ¢jj is not straightforward because of the substantial
twinning in the a-b plane. If we assume that the a and b axes are randomly

distributed in the a-b plane, then in the Reuss limit

yg = 11 - c2) [exfeny + c12)- 2¢,3)
cxlberg - c12) - 4014 + A/ ces

(5.6)
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where A = (c11 - ¢12)[c33(ci1 + c12) - 2¢132] and for convenience we have

assumed c11EC¢22 and c13=c23. In the Voigt limit,

Yy = 2(c11 - €12 + 2¢4¢) [Css(cn +C12)- 2C1§]
cax3c11 + €12 + 2ceg) - 4C1§

(53.7)
These expre;.gsions act as formal boundaries for Y, i.e. YREY<Yvy. In both
limits, the orthorhombic shear modulus Cg=(cy7 - ¢12)/2 influences the
effective Y. This modulus is conjugate to the orthorhombic strain 2(b-
a)/(b+a), which some structural studies*> have suggested to show
anomalous behavior near T,. The anomalously large increase in JY /0T
could arise from changes in the orthorhombic shear. The source of our
observed single crystal elastic anomalies near 160K, 200-240K, and 265K is
not clear. There are no confirmed corresponding anomalies in the
structural or magnetic properties of YBapCu3Oy in these temperature
ranges. Interestingly, numerous reports have appeared of resistive
fluctuations in Y-Ba-Cu-O between 220K and 240K.

After the completion of this experiment, several additional results
have been reported for single crystal YBapCu3Oy7. M. Saint-Paul et al _,45
using an ultrasonic technique, found no anomalies at Tc in ¢13, €33, and c44
to 50 ppm. X. D. Shi et al.*? however, confirmed the existence of softening
in Y and change in slope associated with the superconducting transition.
From their study, AY/Y ~3.8 x 104, a value which yields 0T./do; five times
larger than the values determined from pressure studies, and A(dInY/dT)
~7x 105 K1,

In conclusion, the single crystal Young's modulus of YBaCuzOy7 has

been measured and compared to the polycrystalline result. The expected
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elastic anomaly at T, has been resolved for the first time, and it is
consistent with thermodynafnic predictions. Intergrain coupling in
polycrystalline samples does not appear to be the sole source of the lattice

stiffening below T,.

5.4 Elastic properties of single crystal Al-doped YBaxCuzOy

The large slope change at T, visible in Figs. 8-1 and 8-3 suggests that a
structural transition may be associated with superconductivity in
YBapCu3O7. This transition can be further investigated by altering the
crystal structure, either by substituting different elements or by removing
oxygen, to change the superconducting properties. Growing crystals in an
aluminum crucible causes Al atoms to be substituted at some of the copper
sites and reduces T to ~60K (see inset Fig. 5-4b). These crystals typically are
thinner than pure YBapCu3Oy crystals (typical dimensions 1.00 x 0.20 x
0.050 mm3) and are thus ideal for vibrating reed measurements.

Fig. 5-4 shows the Young's modulus and damping as functions of
temperature for one such crystal. Though the total Young's modulus
change between 4.2K and 300K is similar (13.5% versus 10.5% for pure
YBayCu3z0y7), few features present in Fig. 5-2 are evident in Fig. 5-4. In
particular, there is no slope change at 85K or at T¢ (60K). In fact, Fig. 5-5b
shows a slight downward curvature from 60-50K, implying that lattice
anharmonicity washes out any slope change associated with Tc. The strong
damping peak at 85K for the pure crystal is barely visible in the doped
sample. Moreover, the doped material shows additional damping peaks at
150K and 250K. Clearly, the substitution of Al significantly affects both the

superconducting and elastic properties. Because any Young's modulus
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anomaly associated with T. is imperceptible, both dT./do; and 92T/ do;2
are small, and it suggests that lattice stability increases as T is reduced.
However, it is clear from a comparison of the crystal n{orphoiogies and of
Figs. 5-2 and 5-4 that Al substitution affects the structure more drastically

than simply altering T.

5.5 Elastic properties of single crystal Bi;SroCaCuyOg
5.51 Introduction

In Bi?S5r2CaCu0g the electrons which condense into the
superconducting state lie in Cu-O planes. Several theorists'!’ 1% have
suggested that either the in-plane oxygen atoms or the apical oxygen atoms
lie in strongly anharmenic wells. Because the positions of these atoms -
strongly affect the Fermi surface electrons, they may play an important
role in electron pairing.46 Vibrating reed studies of this material, as for
YBayCu3Opy, are important probes for indpient structural transitions and
phonon softening. This section describes first the elastic properties of
single crystal BizSroCaCupOg (Sect. 5.52) and second the effect of oxygen
deficiencies on its superconducting and elastic properties (Sect. 5.53).
5.52 Elastic properties of oxygenated BizSroCaCu,0g

BizSraCaCuy0Og, because it grows as micaceous sheets, is ideally suited
to vibrating reed measurements. Since the c-axis is parallel to the
direction of oscillation, the experiment probés the Young's modulus for

uniaxial stress in the a-b plane. If it is assumed that the stiffnesses in the a

and b directions are roughly equal (c11=¢22; c13=¢23), then
c1x13- ¢

- 58
C11C33 - Cl% 5-8)

Y ={cy1- Cnil +
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Y depends strongly on the orthorhombic shear modulus (Cs=c¢17 - ¢12) and
weakly on ¢33 and c13. Using the resonant frequencies of four crystals and
equation 4.2, Y= 1.1 £ 0.3 x 1012 dynes/cm? at room temperature; this value

47 and Brillouin scattering48 experiments.

is consistent with ultrasonic
Fig. 5-5 depicts the Young's modulus change and damping as
functions of temperature for two samples of the ten studied. The
softening between 4.2K and 3CJK, AY/Y(300K), varies significantly from
sample to sample. Sample #2 shows the smallest softening (~3.4%) of all

samples. However, other than a scaling factor, Y depends similarly on

temperature for all samples. Wachtman et al*® and Grimvall*? noticed
that Y(T) for many oxides can be well described by
Y(T) = [1 - bTexp(-To/ T)IY(0), | (5.9)

where b is a parameter which depends on the lattice anharmonicity; the
Debye temperati..e (8p) ~ 2T,; and Y(0) is the zero temperature Young's
modulus. At large T, Y(T) in equation 5.9 is linear and extrapolates to Y(0)
at T=T,. For all samples studied, 2T,= 160K. From specific heat
measurements, 6p~250K.>% 3! The discrepancy between the two 6p
suggests that lower energy phonons have a larger interaction with the
non-quadratic terms in the interatomic potential and contribute a larger
fraction of the anharmonic softening. Interestingly, the slope of Y(T) does
not approach zero for T<T,. Indeed, for some samples, the slope increased
for T<15K. These results suggest that there is a linear distribution of low
energy strain states which contribute significantly to Y(T), perhaps arising
from the coupling of Cu spins or from the movement of oxygen vacancies

through a variety of barriers. Low temperature specific heat data show a
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1/ T dependence for T< 3.5K, a characteristic of spin glasses and other two-
level systems.sl

Fig. 5-6 shows Y as a function of T near T¢. The resistive transition
(shown in the inset for a typical sample) is centered at 84K with a 2K 90%-
10% width. Magnetic measurements on similar crystals show 5-10K
transitions which start 1-2K below the resistive onset. Unlike YBa>Cu3Oy7,
BiySroCaCuyOg shows no large change in dY/0T at Tc. Indeed, even after a
linear slope, fitted from 90K to 100K, has been subtracted from Y(T), no
slope change at T is evident for either of the samples (see Fig. 5-6b). The
scatter in the data reflects small, irreversible, changes in the sample
geometry, i.e. minor crack growth or delamination of one micaceous sheet |
from another. Using sample #2 to set bounds on anomalies associated
with the transition, we find

lAY/Y] <1.0x 105 (5.10)

and -8.3 x 10-7K-1 < A (9lnY/9T) < +4.0 x 106K-1. (5.11)
Here, we assume that the transition occurs over 5K and starts at 84K.
Using equation 5.2, E~70GPa (Ref. 48), and ACp/Tc~ 26 mJ/ mole-K2 (Ref.
52), we determine [ dT./ 80] < 0.09 K/kbar for uniaxial stresses applied
along the a-b plane. In Fig. 5-6b, sample #2 shows a small softening of ~0.5
x 10-5 at 83K; however, this lies within the experimental uncertainty of
our data. The change in slope at T is often used to determine 92T/ 902,16
1% however, as shown in equation 5.4, there are many additional terms
which must be considered. Because A@InY/0T) is small, 92T,/ 00;? is likely
to be small for this material. Assuming that the terms in equation 5.4 do

not fortuitously cancel, we set the following bounds on 92T./d0;2:
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-3x 103 K/kbar2 < 32T./902 < 6.5 x 104 K/kbar2.  (5.12)

These values are similar to those for conventional superconductors in
which there is believed to be no structural softening.!® A pressure study>>
on multi-phase Bi-5r-Ca-Cu-O found that both transition temperatures
(85K and 110K) increased with applied pressure; 0T./gP = 0.13 K/kbar.
While this value lies outside our bounds for dT./00;, it includes the effect
of c-axis stress on Te. No quadratic pressure dependence of T, was evident.

After the completion of this experiment, there have been several
additional investigations of the elastic properties of Bi»SryCaCu05. X. D.

137 have carefully studied G for shear stresses with a c-axis

Xiang et a
component (i.e. it probes some combination of ¢44, C55, €13, OF ¢23, the exact
relation depending sensitively of sample geometry). They found AG/G <
104 and A(@InG/9T) < 4 x 10-3 K-1 which implies that 92T./dop2 < 9 x 10-3

K/kbar? for op, the appropriate shear Stress. This value is an order of

9 and

magnitude less than that estimated for other superconductors?
indicates that the superconducting state does not strongly couple to out-of-
plane shear stresses. Using Brillouin light scattering, which determines
the high frequency (~20GHz) @ vs. k for acoustic phonons, Boekholt ef a] 48
determined the following elastic constants: ¢11 = 125 GPa, ¢33 =76 GPa, c1p =
79 GPa, c13 =56 GPa, and cg4 = 16 GPa. Ultrasonic measurements on
ceramics® 3 have yielded confusing results with a plethora of possible
phase fransitions and much scatter in the data, believed to arise from
sample porosity and variation in the intergranular coupling. In ultrasonic
measurements on single crystal BipSrpCaCuy0Og, Saint-Paul et al 47 and
Wang et al.”® found substantial softening near T, of the longitudinal mode

launched in the a-b plane (AVL/V[ ~ 2 x 104). Recent experiments®” 5 on
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" whisker-like samples of BizSrpCaCupOg have found peculiar behavior of
the stress-strain curve and of Y(T). These crystals grow with the a-axis

along the whisker axis. For uniaxial stresses applied along this axis, they
found a sﬁrprisingly small Young's modulus (~20 GPa), which conflicts
with the values of Y and ¢;j derived in the all other experiments.

Moreover, for this geometry, Y decreases with decreasing temperature and
the stress-strain curves show a peculiar hysteresis at high tempera‘cure.58 It
is suggested that there is a stress induced phase transition of 270K<T<330K
and that vibrating reed and ultrasonic measurements do not detect this
transition because the time scale for the phase transition is longer than the
period of the applied stress. Another tensile e>q:>ea-rirm=:nt56 detected
ferroelastic behavior at 95K and 130K. Interestingly, one experiment on
YBaCu3z0y7, also using a direct measurement of the stress-strain curve
showed similar results.’® These curious results are difficult to interpret
because significant variations in stress can occur when applying a strain to
a thin sample. Moreover, sheet delamination may also play a role — at
least for the BiySroCaCusOg material. However, these results may also
indicate additional, stress sensitive, phase transitions and lattice
instabilities in these materials.

In conclusion, we find that BipSroCaCu;0g exhibits no anomalies in Y
or dY/JT at the superconducting transition. This behavior places severe
constraints on a’fc/ do; and 92T./0c;? for o; along the a-b plane. Though
YBapCu3Oy has a large 92T/ doi? at T, reminiscent of the A-15 materials,
the fact that BizSrpCaCu;0g shows so little stress dependence of T, suggests
that a structural instability does no underlie the electronic pairing

mechanism in these materials. However, the Young's modulus measured
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(egtn 5.8) does not equally sample all crystal moduli, and it may certainly
be possible an instability exists which does not couple strongly to the
orthorhombic shear (cy1 - ¢12).
5.53 Young's modulus studies of oxygen deficient Bi;Sr,CaCu,0Og.y

The free carrier density of the superconducting cuprates is extremely
sensitive to oxygen stoichiometry. In the normally insulating LasCuQy.s,
it is possible to induce metailic, and even superconducting behavior by the
addition of oxygen interstitials.?®%3 Indeed, Preyér et al.4%% have
suggested that the carriers significantly affect local microscopic strain. An
experiment probing Y at low T as a function of hole doping would yield
important information about these carriers. YBapCu3O7.x shows a striking
variation of T, with x, having a plateau at 60K for x = 0.5 and decreasing to

1.6769 T,

Zero as x-—» depends sensitively on the annealing conditions

which control the ordering of oxygen vacancies in the Cu-O chaing 68 70-73
In Bip5rpCaCuyOg, oxygen stoichiometry strongly affects the normal state
resistivity and the superconducting transition.”478 Oxygen is removed by
vacuum or argon annealing crystals at elevated teinperatures (275°C -
500°C). Vibrating reed studies of crystals with different oxygen
configurations provide important information on the role of oxygen in
stabilizing the structural and in inducing electronic pairing.

Fig. 5-7a shows the resistance, R(T), of a particular BiSrpCaCuz0g
crystal for three different oxygen configurations. After the first oxygen
anneal (10hr at 650°C with a 5hr ramp to room temperature in flowing
oxygen), which produces a sharp T, of 84K, the sample is vacuum

annealed (10hr at 550°C with a 5hr ramp to ropin temperature in

<3millitorr of oxygen). The room temperature resistance climbs from 0.6
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procedures is included in the text. (b) Young's modulus and damping
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Q to 1 MQ and the crystal has a faint brownish cast. R(T) is now semi-
conductor-like and shows no evidence of superconductivity for T>4K.
Reannealing the crystal in oxygen (10hr at 650°C with a 5hr ramp to room
temperature in flowing oxygen) reduces the room temperature resistance
to 30 2 with superconductivity evident at 60K.

Several crystals were annealed under identical conditions to study the
structural effects of oxygen removal. As noted in a previous study’®, de- -
oxygenated BizSrpCaCupOg shows a greater tendency to delaminate (i.e.
cleave along the a-b plane). This is apparent in vibrating reed experiments
by large and irreproducible changes in resonant frequency, f,, and
damping. At times, these changes are preceded by a temperature range in
which f5(T) is reproducible, though anomalous (large | 3f,/9T{). Cleaner
fo(T) are produced by removing portions of the crystal which appear
weakly attached, though anomalous behavior is still seen. One de-
oxygenated crystal, annealed under identical conditions as the resistive
sample, shows reproducible behavior in fo(T). Fig. 5-7b plots Y and
damping as functions of T for this crystal. The sample had dimensions 1.4
x 0.3 x 0.01 mm3 and is affixed to a Cu support plate with silver paint as
outlined in Chapter 4.

After the vacuum anneal, the room temperature f, dropped 30% to
2.63 kHz. The total Young's modulus change between 4.2K and 300K
remains identical; however, no longer is any freezing out of phonon
modes evident at low temperatures. dY/dT remains non-zero down to
4.2K, reminiscent of Y(T) for glasses.79' 80 Indeed, Anderson and
Bommel®! have shown that a distribution of structural relaxations causes

similar Y(T) for fused silica. This suggests that the oxygen vacancies are
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disordered and there exists a broad distribution of activation energies for
vacancy movement. The low temperature (T<20K) increase in Y(T) seen
in some oxygenated samples may arise from the same mechanism. The
damping curve of the vacuum annealed sample shows substantial scatter,
perhaps caused by partial delaminations. The 140K damping peak is no
longer evident though there appears to be new peaks at 210K and 270K. At
low temperatures, the damping is more temperature dependent than for
the O anneal, again suggestive of a distribution of low energy relaxation
phenomena.8!

In summary, annealing conditions play an important role in
determining the elastic properties of Bi»SroCaCu,Og crystals. Vacuum
annealing induces a glassy distribution of oxygen vacancies and alters the

relaxation mechanisms available to the superconducting material.

Further measurements are necessary to confirm these results.

5.6 Young's modulus studies of single crystal T1-Ba-Ca-Cu-O

Young's modulus measurements'® 37 on single crystal HTSC's have
revealed remarkable stress dependence of T for YBayCuzOy and
surprisingly little stress dependence for BizSrpCaCusOg. It is conceivable
that as the structures become more tetragonal, the dependence of T, on
stress along the a-b plane is reduced and there is less interplay between the
superconducting state and the underlying crystal structure. An obvious
test of this hypothesis is the determination of the elastic properties of the
Tl-Ba-Ca-Cu-O based superconductors. This section describes a vibrating
reed study on single crystals of Tl-Ba-Ca-Cu-O grown from an off-

stoichiometry melt (cation ratios of 2:1:1:2) by John Wei and Don Morris at
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Lawrence Berkeley Laboratory. Typical crystal dimensions are 0.75 x 0.25 x
0.05 mm3 with T.~115K determined resistively and magnetically. Tl-Ba-
Ca-Cu-O sample composition rarely correspond with the initial
composition.sz' 83 An accurate phase determination is hindered by there
being a variety of phases in the Tl-Ba-Ca-Cu-O system with similar lattice
constants and each showing a range of T¢'s. Indeed, even with "single
crystals,” there can be substantial intergrdwth of additional phases.®?
Preliminary studies at Lawrence Berkeley Laboratory suggest that the
crystal is TlzBaCapCuzO1p. Magnetic susceptibility studies on crystals from
the same growth indicate a small fraction (~5%) of 2 secondary
superconducting phase with T¢~100K — most likely Tl;BaCasCurOg.”! A
load mass was attached at one end of the sample to reduce the resonance
frequency. Flexural modes were excited capacitively and damping, 9, is
calculated from 1/Q.

Fig. 5-8 shows the Young's modulus and damping as functions of
temperature for one crystal. Between 20K and 300K, Y decreases by 11%,
similar to YBa;CuzO7. The anomaly at 230K in Y and & arises from a
spurious resonance interacting with the sample resonance and does not
reflect the true Young's modulus. A small upturn in'Y is visible at 170K
and accompanies a peak in the damping. A similar feature occurs at 130K
in BisSryCaCuyQOg. An additional damping peak, without an apparent
feature in Y, occurs at 80K. Interestingly, Y does not show a strong
downward curvature at low T. As for de-oxygenated BipSr;CaCu;0g, there
appears to be a distribution of low energy relaxations, most likely arising
from Cu magnetic interactions or the movement of oxygen or thallium

vacancies or interstitials. Low temperature specific heat data®! for crystals
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grown similarly show a 1/T dependence for T< 15K, a characteristic of spin
glasses and other two-level systems. The presence of such defects, because
they reduce the number of free carriers, explains the reduced Te. Y exhibits
a small upward curvature at 108K associated with the superconducting
phase transition.

Fig. 5-9a plots the four-probe sample resistance and dc susceptibility
near T, (~110K). Fig. 5-9b shcws Y(T) in this same region; the upper curve
represents the true Y(T) while the lower curve has a linear background
removed. A small softening of AY/Y ~ -3 x 105 is evident near the
transition; however, further studies of crystals with sharper T¢'s are
required to confirm this value. Assuming the Y ~ 1 x 1012 dynes/cm? and
using ACp/Tc = 20 m]/ mole-K2 (ref. 84), we find 6T./90; = 0.2 K/kbar. The
values of ACp/Tc for TI-Ba-Ca-Cu-O are significantly affected by
composition an  range from 20 mJ/mole-K? (ref. 84) to 50 mJ/mole K2
(ref. 52). The predicted values of 0T./d0; and 02T./do;2 will scale
accordingly. Unlike Bi;SroCaCusQg, there is a clear slope change
associated with the phase transition, A(@InY/9T) = -1.06 x 104, As for
YBEQC'LIBO?, the small value of AY/Y ensures that the second term in the
equation relating A(9InY/9dT) and 9?T./d0;? (eqtn. 5.4) is too small to
explain the large slope change associated with the transition. Again
ignoring terms arising from anharmonicity and Fermi energy effects, we
find 92T./90;2 = 0.14 K/kbar2. The value of dT./00; is nearly identical to
the value of dT./0F determined from pressure studies by Shun-hui et al 8
Interestingly, as for YBapCu30y7, no quadratic dependence of T. on P is seen

in the range 0-8 kbar; however few data points were taken at low P

{<2kbar).
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* The elastic properties of single crystal Tl-Ba-Ca-Cu-O exhibit features
similar to both YBa>Cu307 and Bi;SroCaCupQOg. Relaxation peaks occur at
170K and 80K. 92T./dc;? for oj along the a-b plane is predicted to be quite

large for this compound, similar to YBayCu3zO7.

5.7 Summary of results

The Young's modulus of single crystal YBapCuzO7 has been measured
and compared to the polycrystalline result. The expected elastic anomaly
at T, has been resolved for the first time, and it is consistent with
thermodynamic predictions. Intergrain coupling in polycrystalline
samples does not appear to be the sole source of the lattice stiffening below
Tc. Indeed, the hardening is demonstrated to arise from a change in
dY/dT associated with the superconducting phase transition. Similar
hardening is seen in Tl-Ba-Ca-Cu-O. The large magnitude of the predicted
02T,/ 9042 from these anomalies suggests that a structural softening may be
coupled with the superconducting transition. However, no anomaly in Y
or dY/dT occurs for BixSroCaCupOg for stresses along the a-b plane. Thus,
for a common structural transifion to occur in these materials, the
softening can not couple directly to {c11 - ¢12); otherwise it should be
equally visible in all materials. It is possible that the more two-
dimensional morphology of BizSrCaCuz0g reduces the effect of a
structural softening‘ in c13 or c33. Since only low P or ¢ experiments40' 4
(P, o<2kbar) show a large quadratic dependence of T¢ on ¢, it would be
interesting to do more careful pressure effect measurements in this region.

A summary of the values of AY/Y, A@InY/9T), 18T¢/dc;!, and 32T¢/30;2 is
included in Table 5.1.
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Parameter YBa,Cu307 Bi;SrCaCur0Og  TlpBayCazCuiOgg

a (A) 3.82 [69] 5.41[82] 5.399 [82]

b (A) 3.89 [69] 5.44 [82] 5.399 [82]

c (A) 11.68 [69] 30.89 [82] 36.25 [82]

Form. weight 666 888.4 1318.6

(amu)
Vol/mole 104.5 136.4 264.16
(cm3)

ACpH/Te 55 [30] 25.8 [52] 20 [84]

(m]/moleK2)

Y 22 x1012[32] 6.7 x 1011 [48] ~1x 1012

(dynes/cm?)

AY/Y -9x 10 <1x105 3 x 105

AGINY/9T) 1.3 x 104 >-83x107 11 x 104

(K1) <4.0x10%¢

|9T /30 0.09 < 0.09 0.2
(K/kbar)

92T,/ 902 +.01 >-3.0x 103 +0.13
(K /Kbar2) < 6.5x 104

0T./dP 0.07 [31] 0.13 [53] 0.2 (85]
(K/Kbar)

e e S T S

Table 5.1. Various thermodynamic quantities associated with the
superconducting phase transition. References for quantities not

determined in this experiment are noted as [Ref.].
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Altering the superconducting properties of particular materials
(doping YBapCu3O7 with Al or removing oxygen from Bi»SroCaCuy0g)
causes substantial changes in the Young's modulus and damping. Al-
doped YBayCu3O7 shows no change in 9Y/dT at Tc and removing oxygen
from BisSroCaCusOg causes a Y(T) with no low temperature knee,
presumably an effect of a broad distribution of oxygen vacancy relaxation
modes. A more extensive study is required to determine which effects are

directly related to the superconductivity in these materials.
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Chapter 6: Magneto-Elastic Properties of NbSe3

6.1 Introduction

Similar to high-temperature superconductors, charge-density wave
(CDW) materials exhibit low-dimensional electron systems with strong
electron-phonon coupling. However, in these materials, the Fermi
surface electrons condense not to a superconducting state, but to a charge-
density wave state in which the electron density is modulated at a
wavevector twice the Fermi wavevector (kg). This transition, the Peierls
transition, is accompanied by a softening of an optical phonon mode at the
wavevector kp and a static displacement of the underlying atoms at 2kr.

Elastic measurements have played a vital role in probing the COW
condensate. In the region of the Peierls transition (Tp), both the Young's
modulus (Y) and damping (3) exhibit anomalous behavior and Y hardens
forT < Tp.1 Brill et al.,? using a vibrating reed technique to measure Y,
have shown that depinning the CDW causes Y to soften by an amount,
Ycpw, approximately equal to the amount of hardening associated with
Tp. These results have been explained both phenomenologically by
describing the CDW as a separate entity with its own associated spring
constant’ and microscopically by considering the loss of free carrier
screening which occurs as they condense into the CDW.* However, recent
tensile measurements® at larger stresses, have found no softening in Y at
the depinning threshold (E1). The nature of the coupling between the
CDW and the lattice remains an open question.

NbSes is a quasi-one-dimensional CDW material comprised of bi-

pyramidal units of a single Nb atom bound to 6 chalcongenides, as shown



(a)

monochnic
b(g———‘ [+

orthorhombic

(b)

The M atoms are bound to 6 X atoms. The fill pattern is a visual aid
showing which atoms form interchain bonds. (b) A view paralle] to the
chain axis of the monoclinic (NbSe3 or TaS3) and orthorhombic (TaS3)
crystal structures. The solid and dashed outlines are the orthorhombic
and monoclinic unit cells, respectively. These figures are adapted from
Ref. 6.
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in Fig. 6-1a.8 These pyramids form long chains with relatively weak
interchain bonds and electric conduction is largely confined to the chain
direction. The crystal structure for NbSes, shown in Fig. 6-1b is
monoclinic with 6 chains per unit cell. The orthorhombic structure
describes the similar material TaSs.

NbSes undergoes two Peierls transitions, one at 144K (T1) and one at
59K (T7), and exhibits interesting magnetic and elastic properties. For
temperatures below the second Peierls transition, magneto—resistance7 and

narrow band noise® °

studies indicate magnetically induced carrier

conversion from the conduction band into the CDW condensate. From
the mean field theory of Maki and '\firoszf;ek,4 for which Ycpw scales as
the density of carriers condensed in the CDW, we expect an increase in Y

l.,10 in a recent

to occur with the application of a magnetic field. Parker et a
magneto-resistance study, suggest a magnetically induced phase transition
at 30K. Their data, depicted in Fig. 6-2, show a huge increase in resistance
with applied field centered at 30K. Young's modulus studies are an
extremely sensitive tool for investigating the existence and
thermodynamics of phase transitions.!!” 12

We clearly resolve the fluctuation anomalies in Y and 8 at T1 and in
Y at Tz. We apply a reduced temperature analysis of the fluctuation region
around Tj to determine the dimensionality of this transition. For T<100K,
we see anomalous magnetically induced softening of Y which is nearly
temperature indepen'dent. There is some evidence for magnetically
induced elastic stiffening for T<Tj, but no evidence of an additional phase

transition at 30K. The remainder of this chapter is organized as follows.

Sect. 6.2 outlines our experimental method. Sect. 6.3 describes and
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discusses our Young's modulus results for the upper and lower CDW
transitions. Sect. 6.4 presents and discusses our results for magnetic field

effectson Y. A conclusion follows in Sect. 6.5.

6.2 Experimental method

Single crystals of NbSe3 were prepared using vapor transport and
high purity starting compounds. Y and 8 are determined as functions of
temperature and magnetic field using a modified vibrating reed technique
described in Chapt. 4. Flexural vibrations are excited with a piezo-electric
transducer (Stavely-EBL Division, lead zirconate Navy Channel 5a) and
sample displacements are detected with an rf capacitance method. 3
Changes in the resonance frequency, f,, are related to Y by AY/Y = 2Af,/fo,
and changes in & are determined from the reciprocal of Q (= f5/FWHM
where FWHM is the full-width at half-maximum of the resonance). Over
small temperature ranges, Q is proportional to the resonance vibration
amplitude since the amplitude of the piezo-electric oscillation and the
coupling between the sample and the rf pickup change slowly with
temperature. Samples are cooled in ~ 1 torr of He which acts as an
exchange gas and reduces the resonance Q to yield reasonable
measurement time scales.

This experimental configuration is sensitive to Young's modulus
changes of 0.1 ppm. For the investigation of the subtle effects of magnetic
fields, we are limited not by the excitation and detection apparatus, but by
the structural stability of sample and the mechanical coupling of the
sample to the rf plate on the free end of the piezo-electric. Though we

examined several crystals, we obtained best results when the free end of
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the beam was the uncut, as grown, end of a crystal. Because the silver
paint used to make electrical contact with the rf plate shows some cracking
upon cooling, we use stycast to provide the mechanical contact to the

crystal.

-

6.3 Young's modulus near the upper and lower Peierls transitions

For our best sample (dimensions = 3.0 x 0.02 x ~0.005 mm3), we find
the ratios of the fundamental to the first four harmonics to lie within .1%
of those for a perfect cantilever beam (1 : 6.267 : 17.55: 34.39 : 56.84). Unless
otherwise noted the results describe the magnetic and temperature
dependence of the first harmonic (3521 Hz at 295K). Between 4.2K and
300K, this sample shows a 4.3% decrease in Y. At room temperature, Q ~
600, independent of the He pressure, and at 4.2K, Q ~ 2000 and depends on
the He pressure. In vacuum at 4.2K, Q ~ 10°.

Fig. 6-3 shows Y and & near T;. Fluctuation anomalies are clearly
present in both quantities, and the reduced Young's modulus anomaly (Y-
Yo(T))/ Y, is plotted against the reduced temperature t = (T-Tp)/Tp, in Fig. 6-
4. A linear form for Y,(T) does not give results independent of the range
over which Y, was fit. We find consistent results using two quadratic fits
extending from 10K to 50K above and below the transition respectively.
The first and third harmonics show similar temperature dependences. In
the range Inltl=-3.5 to -5, the curves have a slope =-1.1 for >0 and =-0.74
for 1<0.

The results of the reduced temperature pilot, Fig. 6-4, are inconclusive
in demonstrating scaling behavior of Y at T1. Using mean field theory

with non-linear electron dispersion, Nakanel4 predicted that AY/Y should
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scale as T3/2 for 1>>11 and T1/2 for t<1] where 11 is a crossover temperature

between one-dimensional and three-dimensional fluctuations.

2
T = Qt2=g'£, (6.1)
azQ, @

where 6| and o, are the transverse and longitudinal conductivities,
respectively, (U is the hopping frequency between chains, A is the electron-
phonon coupling constant, z is a parameter of order 1, and Qp is the fonic
plasma frequency. We estimate 11 from the ratio of the transverse to
parallel conductivity to be approximately 0.003. As seen previously in
(TaSe4)21,15 the curves above and below Tp do not give similar
temperature dependences. The slopes lie between the expected values of -
3/2 and -1/2 and may demonstrate a region of intermediate
dimensionality. The frequency independence of the slopes is expected
since the anomaly arises from the interaction between phonons and the
phason mode which exhibits no dispersion in this frequency range.

A small softening in Y is also visible at T2 (Fig. 6-5). The anomaly has
previously been described!® 17 simply as an increase in 3Y/9T at T2 but in
our data it is clearly seen as an anomaly (AY/Y=1.3 x 104) which
disappears as T is decreased below T>. To obtain the lower curve, we
subtracted a quadratic best fit from 25K to 55K. Using a quadratic best fit
above the transition, no softening was visible. No anomaly is observed in

the damping within our experimental resolution.

6.4 Magneto-elastic effects
Fig. 6-6 shows fo(T) for magnetic fields of 0T and 7.7T. The 7.7T curve
shows an anomalous 0.9 Hz decrease in resonant frequency which is

nearly independent of temperature. This temperature independent
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Fig. 6-5. Young's modulus as a function of temperature near the lower

CDW transition (59K) of single crystal NbSe3. The data in the lower
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softening is believed to arise from a magneto-mechanical effect and does
not reflect an actual change in the Young's modulus. We discuss this effect
in greater detail below. To demonstrate the similarity between the two
curves, they are replotted in Fig. 6-7a with a quadratic background (fitted
between 4.2 and 40K to the 0T data) removed. The 7.7T curve has been
vertically shifted to aid comparison. Clearly, they show nearly identical
temperature dependence. The small peaks and shifts most likely arise
from the freezing out of various relaxation mechanisms.

To increase our sensitivity in the region from 5K to 40K, several runs
were averaged to cancel out spurious effects. Fig. 6-7b depicts the 7.7T data
with a baseline subtraction of the 0T data. From this data, it seems that
additional softening occurs in magnetic fields at 20K, but no feature is
evident at 30K. While there is scatter (~3 ppm) in some temperature
intervals, many of the finer peaks are reproducible. In a temperature range
which includes T, Fig. 6-8 shows no anomalous magneto-elastic effects
associated with the Peierls transition. A peculiar anomaly occurs above the
transition, and additional stiffening is evident as the sample is cooled
below 45K.

The stiffening observed below 45 K in 7.7T (Fig. 6-6) is consistent with
the theory of Maki and Virosztek® on the effect of sound velocity of a
pinned CDW. The sound velocity should increase below the CDW
transition because with pinning, the phason mode can no longer
participate in screening the phonons. From their theory,

AY - M, (6.2)
Y 1%
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where g(T) is the CDW carrier density as a function of temperature. From
Fig. 6-4, using a straight-line extrapolation from above T3 to 15K below T»,
we find AY/Y = 5.6 x 10-3. At this transition approximately 40% of the
Fermi surface is destroyed. Both NBN® ? and magnetoresistance’
experiments indicate carrier conversion into the lower CDW as the
magnetic field is increased. At 7.7T, they predict increases of 5% and 30%
respectively on the CDW carrier density with an onset of the conversion at
50K. In Figs. 6-7b and 6-8, we see an increase in AY/Y of 2.8 x 10-5 with an
onset of ~40K. From equation 6.2, this suggests a 50% increase in the lower
CDW carrier density. Because of the shape of the transition, the Young's
modulus increase associated with the lower CDW transition may not be
correctly reflected by a linear extrapolation.

The softening which sets in at 18K may be the signature of a
magnetically induced phase transition. However, the work of Parker et
al 10 suggests that the phase transition occurs at higher temperatures, at
which no elasticity anomaly is visible. Our experimental configuration is
only sensitive to transitions which couple to strain in the b-direction.

This phase transition may not couple to this strain and would thus not be
observed.

We now consider the magneto-mechanical effects on the sample
resonant frequency in greater detail. The data of Fig. 6-5 suggest a huge
magnetically induced softening of the Young's modulus ( AY/Y =-5x 104
at 7.7T). The rnagrdtt;de of the softening varies as H? and is similar to that
seen for magnetic alloys such as Au-Fe or Cu-Fe.’® However, the resonant
frequency shift is not independent of the flexural mode. As shown in

Table 6.1, the relative frequency shift decreases for higher modes —
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s

Resonant Afg at
Temperature frequency H=7.7T
Mode (X) (Hz) (Hz) Afo/fo

fundamental 5.14 575.48 -0.75 -1.29 x 10-3
35.40 575.510 -0.725 -1.26 x 103

15t harmonic 5.14 3595.57 -0.90 -2.5x 104
35.40 3594 .48 -1.01 -2.8 x 104

2nd harmonic 35.40 10,014.73 -0.16 -1.6 x 103
3rd harmonic 35.40 19,662.38 -1.22 -6.2 x 10-3

W

Table 6.1. Dependence of the resonant frequency (fo) on flexural mode,
magnetic field (H), and temperature. Afo= £5(7.7T) - f5(0T). The data
show that the shift in resonant frequency decreases at higher modes.
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though the decrease is not monotonic. All samples show similar decreases
in f, with applied magnetic field. To ~1%, the sample damping in the He
environment is not affected by applied fields. The dynamics of a
conducting beam in a strong magnetic field are quite complex; both eddy
currents and sample paramagnetism can cause significant changes in the
resonant frequency.

For our experimental configuration, in which H ie;, parallel to the
direction of vibration, eddy current effects are expected to be small. If the
sample were a perfect conductor, then an applied magnetic field would
induce a new resonant frequency, f,' and

fo' = fo (1 + poH2/2Y)1/2 (6.3)
where }i, is the permeability of free space.19 Assuming Y=200GPa, we
expect f, to increase by 60 ppm for a perfect conductor. In a normal
conductor, this stiffening is modified by the ratio of the sample's effective
inductive impedance (f, -Lg) to its resistive impedance (Rs). Using the
results of computer modeling,?® we estimate

Lg = (0.370) g (w+L) = 1.4 nH (6.4)
and Rs=(3.33) p w2+ L2)/(dwL)=9 Q. (6.5)
where p is the resistivity (~10pQcm at 5K); and d, w, and L are the plate
thickness, width, and length, respectively. For f; ~ kHz, the inductive
impedance is much smaller than the resistive and any inductive changes
in the resonance frequency are extremely small (~10-10),

The sample damping may be significantly affected by eddy currents.
However, the effect of damping, 8 (=1/Q), on the resonance frequency is

small; i.e.

fo =fo (1-32)1/2 (6.6)
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where f,' is the shifted resonance frequency. To cause a 2.5 x 104 decrease
in fo, 8 would have to increase to 0.022 (Q=44). However, we see no change
in Q from its low temperature value of 2000.

Moon and Pao?! have predicted and observed significant changes in
the resonant frequency arising from the interaction between the external
magnetic field and internal paramagnetic or ferromagnetic moments.
Because of the boundary conditions at the sample surfaces, the internal
and external magnetic fields are not parallel when the sample is bent, and

torques occur along the sample. They find

. 24172
f{) = fo ( l - 'E‘E‘) p) (6.7)
HCI’\
' 2 _ HolrY nrd
where Ha=m 1+ “‘ﬁ%)( 4L )2 6.8)

and Hgp is a critical magnetic field for magneto-elastic buckling of the
sample; n is an integer corresponding to the appropriate mode {(for the
fundamental, first harmonic, etc.,, n =1, 2, . . .); and ¥ and yiy are the sample
susceptibility and relative permeability (in MKS units), respectively.
Kulick and Scott?? find nbSes = 0% X 10-6 cm3/mole at room temperature,
dropping to -65 x 106 cm3/mole for T<40K. Using a molar volume of 61.8
em3/mole (y = 4n(65 x 106)/61.8 = -13.2 x 106), we find Hep, =n 2.8 x 104
Tesla. For the 7.7 T field, this Hen yields imperceptible frequency shifts.
However, ~ 1.5 ppm of ferromagnetic impurity would explain the
observed decrease in resonant frequency. The small decrease in Y with
applied field which occurs for T<15K may arise from additional magnetic
ordering. Interestingly, the magnetically induced change in {; for the

fundamental and first harmonics scale as 1 : 0.22, similar to that predicted
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- by Moon and Pao. The anomalous shifts for the second and third -
harmonics may arise from admixtures of torsional motion in these

modes.

Magnetic susceptibility studies of crystals from the same growth,
however, found diamagnetic susceptibilities, Yexp, 0f ~ - 60 x 10-6
cm3/mole, similar to Kulick and Scott, indicating no ferromagnetic
impurities té < 0.1 ppm. Low T data reveal a Xexp decrease at ~25K with
Xexp = 75 X 10-6 em3/mole as T—0. It seems likely that the nearly
temperature independent shifts in the resonant frequency arise from a
magnetic interaction similar to that described by Moon and Pao. However,

there is no evidence for the required magnetic impurities.

6.5 Conclusions

 We have investigated the temperature and magnetic field
dependence of the Young's modulus of NbSe3. The anomaly associated
with the lower CDW state has been resolved for the first time and the
frequency independence of anomaly at T1 has been confirmed. A reduced
temperature analysis of this upper anomaly reveals different behavior for
T <T1 and T>T;. The critical exponents associated with this transition
suggest that the CDW near T1 may exist in a state of intermediate
dimensionality. We see a large, nearly temperature independent
softening (~5 x 1-0*4) in Y with applied magnetic fields. In the lower CDW
state, we see some magnetic enhancement of Y but no evidence for an

additional magnetically induced phase transition.
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Chapter 7: Metastable Length States of the CDW Material TaS3

7.1 Introduction

Charge-density wave (CDW) materials exhibit many unique and
interesting properties, such as non-linear resistivity, narrow-band noise
(NBN),! broadband noise (BBN),2 and softening of the Young's modulus
(Y) upon CDW depinning.3 Many of these properties can be explained
within models which consider the CDW as a deformable medium with
associated elasticity.4'7 The interaction of collective-mode CiDW
condensate with a random distribution of impurities embedded in the
host lattice leads to a hierarchy of metastable electronic configurations.6
The physics of such random systems is currently of great theoretical and
experimental interest. Solid state random systems such as spin glasses and
disordered conductors display unusual effects ranging from slow
relaxation and metastability to localization and frequency dependent
c:om:il.xctivity.8 Metastable states are believed to be the origin of numerous
anomalous CDW transport effects such as polarization memory,9 low-field
resistivity hysteresism' 11 and relaxation,1? 1% and stiffness (Young's
modulus) hysteresis.“’ 15 An intriguing but poorly understood problem is
how the metastable electronic CDW configuration is reflected back (via the
CDW-lattice interaction) onto the underlying lattice structure containing
the random impurities.

We have investigated the host crystal lattice structure for different
CDW electronic configurations in the CDW conductor Ta53 through
measurements of the total sample length L as a function of applied dc bias

field E and time t.1® We find that L is extremely sensitive to E, in many
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cases even for E<ET, where Et is the threshold field for CDW depinning
(the electric field at which the charge density wave moves or "slides" over
macroscopic distances and adds additional dc current). L(E} is hysteretic
but can be carefully and repeatably controlled by E, similar to the situation
for piezoelectric insulators. The magnitude of the length change effect
with bias field is orders of magnitude larger than that for a comparably-
sized commercial piezo-electric or than what would be expected
exclusively from an E-induced softening of the Young's modulus of TaSs.
We interpret the length states as directly reflecting metastable CDW
configurations. Using the length change AL as a probe, we follow the
metastable state evolution for various E. The qualitative properties of our
results are well explainéd by a simple model of a deformable CDW
interacting with fixed impurities, where randomness plays the central
role. However, the size of our effect may be difficult to interpret within
existing theories of COW elasticity.wf 18

The remainder of this chapter is organized as follows: Sect. 7.2
outlines the experimental method which allows us to detect length
changes to 0.02A. Sect. 7.3 describes the results for sample length as a
function of bias field and time. Sect. 7.4 presents a simple model of an
elastic CDW coupled to a lattice. The results of this simulation are
qualitatively similar to our experimental results, though the size of the
simulated length change is two-orders of magnitude smaller than our
experimental results. Sect. 7.5 lists a variety of experiments to further

explore this surprising effect, and Sect. 7.6 summarizes our results.
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7.2 Experimental Method

Long hair-like samples of orthorhombic TaS3; were grown in a quartz
ampule using vapor transport. TaSs is a quasi-one-dimensional material
with atomic structure as depicted in Fig. 6-1. While the structure is similar
to that of NbSes, orthorhombic TaS3 has 24 chains per unit cell. The
conductivity along the chain direction exéeeds that normal to the chains
by one to two orders of magnitude.

The experimental set-up consisted of a single high-purity TaSs fiber
clamped between a piezo-electric bimorph and a soft aluminum foil leaf
spring with an adjustable spring preload. Bias current was passed through
the ends of the sample using silver paint contacts in a two probe
configuration. In early experiments, the sample length was monitored
with a cryogenic tunneling microscope. A more reliable method proved
to be a modified version of a helical resonator detector.!® As shown
schematically in Fig. 7-1, one end of a copper helix is grounded to the outer
wall of an electromagnetic cavity. The cavity resonant frequency f; is
extremely sensitive to the termination conditions at the free end of the
helix. Changes in sample length alter the helix-spring separation and f,.
Extraneous vibrations were filtered out with a time constant of 3 seconds,
yielding a sample length change resolution better than 0.2 A. The
grounded aluminum leaf spring and bimorph are mounted an an X-X
stage to allow movement parallel to the sample.

At room temperature, the bending displacement of the aluminum
leaf spring and the separation (3,) between the leaf spring and helix are

separately adjusted. At the desired 8, (usually ~ 100um) and sample
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tensile stress (~MPa), the bimorph and leaf spring mounts are rigidly
clamped to a copper support. The spring constant of the leaf spring is
chosen to ensure that the tensile stress remains constant upon cooling.
The bimorph was calibrated optically at 300K and 77K and is only used to
map the measured changes in resonant frequency to changes in sample
length. The most precise bimorph calibration is provided by the helical
resonator itself. For 8,>150um, the termination conditions change very
little upon cooling and the effects of bimorph movement on f, are
identical to those at room temperature. Ten TaS; crystals were examined,
whose lengths and room temperature resistances varied from 0.5-1.0 cm
and 30Q-1kQQ, respectively. Sample threshold fields were of order
200mV/cm at 77K. |

7.3 Results
7.31 Sample length as a function of bias field

Samples were cooled under a small but finite stress (~-MPa) with no
applied current in ~1 torr of He. After stabilizing the temperature at 77K
with drifts of < 5 mK/min, a continuous triangle-wave bias current at ~
0.01 Hz was applied to the sample and significant length changes occurred.
After several cycles in which |E| exceeded Et, L(E) would stabilize to a
closed hysteresis curve. Fig. 7-2 depicts this steady state L(E) for one
sample under an applied stress of 0.36 MPa. For this sample, AL, the
difference of the two lengths at E=0, is 40A, corresponding to a difference
in strain of ~5 x 10-7. Even for E~3ET, the lengths for increasing and
decreasing fields are not identical, suggesting some "memory" even in the

sliding state. Heating effects are visible as an upward curvature at large E.



148

I I B
measured

L=88mm
T=77K

@
o)
8
whe
L* ]
5
&b
g
(-
! "expected"
! . from AY/Y
"\..,{_ -
E a By &
lllll!l*h*ill
-3 -2 -1 0 1 2 3

Fig. 7-2. Change in sample length L versus bias field E. The applied
triangular waveform for E has a frequency of 0.01 Hz. Er=0.1 8V. The
"expected length change is calculated assuming a softening at Et of

Young's modulus {AY/Y) = 2% (see text). There is no hysteresis in the

"expected" curve. The symbols o, §, v, and J refer to bias fields at which
the time dependence of L is studied (see Fig. 7-5).
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From the form of L(E) at higher temperatures, we estimate that sample
heating accounts for ~2 A length increase at Er.

If the CDW affected the Young's modulus Y but not the equilibrium
interatomic spacing, then one would expect L(E) to appear as shown in the
lower part of Fig. 7-2. For this calculation we have assumed that Y softens
by 2% just above ET, consistent with low stress vibrating reed results.
Recent more direct measurements?? of Y with large applied stresses
suggest no softening within * 0.2%. Indeed, it was the discrepancy
between these two experimental results which prompted us to investigate
length changes with a small applied stress. Any of the reported hysteretic
effects'® 1% in Y would be too small to see on this scale. Clearly the
changes we see are too large to be explained by published changes in Y.

Increasing the range over which E is swept changes the hysteresis
only slightly. The shape and size of the steady state curve for a given
sample are unaffected by repeated warming and cooling cycles and by the
direction in which ET is first exceeded. Typically, the initial sample length
does not lie on the steady state hysteresis curve, a fact we attribute to
nonrecoverable thermal stresses being frozen into the sample during
cooling. However, no anomalously large length changes are in general
detected in the first bias field cycles, and the initial length may lie above,
below, or inside the hysteresis loop.

7.32 Temperature effects on length change

Fig. 7-3 depicts the steady state length change as a function of bias field
for three different temperatures. The size of the hysteresis decreases as
temperature increases. The large curvature at higher T reflects greater

Joule heating arising from the activated sample resistance. Above the
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Fig. 7-3. Change in sample length L versus bias field E for three
different temperatures. The dotted line is simply a guide for the eye.
Heating effects are visible in the 148K data by the strong upward
curvature. :
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Peierls transition (~210K), the hysteresis disappears completely. Based on
these curves and assuming that the thermal conductivity of the He gas
scales as T, we calculate that heating causes only ~2A length increase for
E=ET at 77K, too small to explain our observed AL.
7.33 Bending displacements and their bias field dependence

A surprising characteristic of the length hysteresis is its dependence
on stress distribution. The effects vary between samples, but applying a
bending moment to the sample can alter the sense in which the hysteresis
loop is traversed and increase it size by an order of magnitude. The
apparent large length changes with applied moment may arise from
sample bending. For samples mounted in a different "damped-free”
configuration, depicted schematically in Fig. 7-4, significant E-induced
bending effects are detected. Here, one end of the sample is rigidly
clamped and the other end is attached with 0.5mil Au wire to the Al leaf
spring. Because of this geometry, no heating effects are visible for fields as
large as 10ET. However, huge changes of the bending displacement occur
at threshold. The bending displacement appears to approach equilibrium
at large bias fields, though there is significant hysteresis at low fields.
Some samples (L~3mm) show lateral displacements AL of ~0.1um. As
for the length change experiment, the shape of the hysteresis is dependent
of applied stresses and contact configuration. These bending effects may be
large enough to affect the interpretation of previous Young's modulus
and shear modulus experiments. This effect is not large enough,
however, to explain our observed length changes. The "apparent” length

change caused by these bending displacements is ~ AL 12/L << 1A
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Fig. 7-4. Change in the bending displacement at the end of a 3mm TaS5;
crystal as a function of bias field. The inset depicts the experimental

apparatus.
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7.34 Time dependence of length changes

The metastable length states at E=0 appear to be extremely stable with
no decay evident during 24 hours. Effects suggestive of glassy decays are
seen in the time dependence of L for Ez0. For the four bias field values
denoted by ¢, B, v, and 8 in Fig. 7-2, the sample length L is plotted as a
function of time t in Fig. 7-5. As shown in the inset of Fig. 7-5, a bias field
pulse of -3ET is first used to “initialize" the CDW system; at t = 0 we then
apply a positive bias step E after which L(t) is monitored. Even for curves
o and B, where E<ET, significant evolution in AL occurs — a decrease in L
for this sample. As E approaches Et, two processes occur, a fast decrease in
length followed by a slow increase. At intermediate times, we see a
roughly logarithmic dependence, a signature of glassy dynamics, which
appears to saturate for t > 60 sec.
7.35 Relation of CDW strain and normal carrier density

Changes in the sample length before depinning are more clearly seen
for the sample depicted in Fig. 7-6. From experiments on the resistive
hysteresis in TaS3 and NbSes, it has been suggested that strains in the
CDW alter the number of free carriers and R, the resistance at E=0.10: 11
For semiconductors, such as Ge and Si, altering the number of free carriers
can cause length changes because strain may lower the Gibbs energy of the
carrier-lattice system.21“23 If the free carrier density is changed, we also
would expect to see commensurate changes in the differential resistance.
However, the differential resistance in Fig. 7-6 surprisingly shows no
dependence on E for E<ET even for E values for which the length has
changed substantially. There must, therefore, be some CDW strains which

do not couple to Ry, and it seems unlikely that length changes can be
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Fig. 7-5. Length change plotted as a function of time t for the fixed bias
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explained by some sort of carrier induced expansion. In all samples
studied, there occurs a small hysteresis in dV/dI; the size of the hysteresis
is found to scale roughly with the size of the AL hysteresis, the smaller L.
state having greater differential resistance, suggesting that some CDW
strains do couple to R,,.

Janossy et al.10 and Brown et al.10 also find considerable polarization
of the CDW along the sample length. They posit that the CDW is only
strongly pinned at the contacts and is free to deform within most of the
sample. After the sample is prepared by applying a pulsed bias field
exceeding threshold, their results suggest that the CDW is under
compression in one half of the sample and tension in the other. We have
performed several experiments in which the Al leaf spring is coupled to
the center of the sample. For this configuration, we find no anomalously
large (>100A) length changes, implying that CDW currents do not cause
large polarizations of the CDW elastic strain. It is possible that the
resistive experiments of Janossy et al. and Brown et al. induced additional
phase slips but not CDW strains. Because the CDW wavefunction goes to

zero at a phase slip, it may not cause large lattice strains.

7.4 Discussion of length changes within deformable CDW model

Many qualitative features of our experimental results can be
explained by a simple model of a deformable CDW interacting with
impurities fixed in a lattice. We adopt a one-dimensional model similar
to the conventional one where the CDW is represented by a number of
CDW domains (i.e. phase coherent volumes) interacting with each other

via nearest neighbor coupling.4 & 24,25 gach phase coherent domain is
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assumed to sit in a pinning potential which varies sinusoidally with the
phase of the domain. The difference is that we have introduced the
freedom for the host lattice to deform under the strain generated by the
interaction between the CDW's and the host, mediated by the impurity

interaction. The Hamiltonian we use for N domains is

H= 2 %’ai,i-l (¢i,i-1 - 9:',;'-1)2 + Z %‘bi,id (X1 - L) - 2 V; cos (o)

i1, + i
'EZ ( . 1)®~+g{><1-><u) @.1)

where {¢;} are the CDW phases of the different domains, {x;} (x;>x;.7) are
the locations of the impurity sites, {l;} are their positions at equilibrium
(i.e. in the absence of CDW's), A is the CDW wavelength, xj i1 = xi- xi-1,
li 7.1 =1~ li-1, 0i4-1 = 27x; -1/ X, 0ii-1= 0; - 0;-1, V; is the strength of the
impurity potential at x;, E is the external electric field, p is the CDW charge
density, and g is the external tension. The spring constants for the CDW's
and the lattice are dependent on {};} so that a; ;.71 = A/l;;-7 and b; ;.1 =
B/1;;.1, where A and B are the Young's moduli of the CDW and lattice,
respectively. (In fact, because of the factor of 2rn/A which enters in the
relation between ¢ and position, Ycpw = (2r/X)2A.)

This Hamiltonian can be schematically represented by the classical
system of blocks and springs depicted in Fig. 7-7. Each of the large blocks
represents an impurity fixed in the lattice; the lattice elasticity, shown as
the larger set of springs, allows relative movements of the impurities.
The balls attached by smaller springs represent the CDW, with the
sinusoidal wells modeling the pinning potentials at the various impurity
sites. In this model, a domain is considered as the region between two

impurities. Moving the ball in the ith position from the center well into
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the left well (i.e. changing the phase of the ith domain by -2z} will stretch
the CDW "spring" between the i and i+1 positions and induce a lattice
contraction between the associated impurity "blocks.” In our model, it is
just such changes in the CDW metastable state which changes in the
internal lattice strains.

The randomness, which is essential in reproducing the experiment, is
introduced in {1} and {V;}. The equations of motion are obtained by

assuming overdamped dynamics typical of CDW's:

v‘fn =-Ypi a_r_{; Xi=- Yx,iaﬂ : (7.2)
00 9%
We assume that the domains of smaller size have higher relaxation rates
and use the form Y, = 20glo/ (lis1,i + 1ii-1) and Yxi = 20alo/ Uivt i + 1ii-0)
where 1, is the average of 1;;.1, and I'g and I'y are the average relaxation
rates for the CDW and the lattice, respectively.

We have performed our simulation with 32 CDW domains and
parameters which are roughly consistent with experimental results.
(Ycpw/B ~ 0.02 and 1, ~0.7um.) The parameters have the following
values: A =50, B =105 g=1/16000,Tp=Tx=1,Vx=06%02,andlji1=
500 + 25 with all length scales measured in units of A. From the energetics
of the CDW  the domain length (l,), the pinning potential (Vj), and the
CDW elasticity (A) are not independent quantities. Indeed, Viand A
determine the domain length. Both the lattice and the CDW are given
free boundary condit;ons. If fixed boundary conditions are used for the
CDW, no length changes occur. This can be seen directly from Fig. 7-7. If

the ¢ positions of the outer two balls are kept fixed relative to their

respective impurity pinning potentials, then regardless of the positions of
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the inner two balls, the relative x positions the outer impurities will
remain fixed. More succinctly, fixing two points of the CDW "spring"
completely determines the difference in force applied at those two points.
This result holds for any linearly elastic CDW model. If phase slips were
allowed to occur in the simulation then length changes could occur for
fixed boundary conditions.

For the simulation we first "anneal” the model to find the lowest
energy state for E=0. We then use a slow triangle wave signal for E and
calculate the total sample length L for different E, similar to the
experimental determination of L(E) at long time t. (Because of
computational difficulties associated with bias field singularities, we have
not studied the detailed time dependence of L(E,t) at fixed E.) Fig.7-8a
depicts the current (1), as determined by the steady state creation and
destruction of CDW phase at the two bbundaries, vs bias field for our
simulation. The current drops sharply to zero when the CDW pins;
however, some current is evident before the CDW completely depins. We
believe this non-zero I for E<Er arises from difficulties in averaging I over
long enough times. When the time scale of the bias field ramp is
increased, we see no current for E<ET.

The relative length change of our model for two cycles of E is shown
in Fig. 7-8b. Many of the features seen in the experiment are reproduced:
(a) we observe only two length states as the bias is swept toward zero; (b)
changes in the internal state of the CDW below threshold (|E!<ET) are
clearly observed in the length; (c) the length for sliding states (|1EI>ET)
depends on sample history; (d) the final hysteresis curve is insensitive to

the initial sweep direction (positive or negative); and (e) our CDW state at
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Fig. 7-8. (a) Current as a function of bias field E for a model CDW-
lattice system (see text). (b) Relative length change of our simulated
system of 32 CDW domains (Equation 7-1) as a function of bias field E.

The dotted lines mark the threshold field as determined by the
simulated current. :
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t = 0, which we initially generated by relaxing the CDW from
"equilibrium,” is never recovered once a bias field is applied. With these
agreements, we believe that the model Hamiltonian, Eq. (7-1), captures
much of the essential physics involved in the experiment.

Based on these results, we suggest that the measured length hysteresis
in TaSj3 is the result of changing A®, the total CDW p’hase change between
the two ends of the sample (¢y; - ¢; in our simulation). Decreasing A®, by
removing CDW wavelengths from the interior of the sample, expands the
CDW which then exerts a compressive stress on the host lattice. Length
changes can only occur if phase slip occurs either at the contacts or within
the sample. For the observed length hysteresis to occur, the inversion
symmetry of a perfect TaS3 crystal must be broken. In our model, this
occurs through randomly distributed impurities. In actual samples, it
must arise from the randomly distributed impurities together with any
significant applied stress distributions or contact perturbations.

In the simulation, length changes arise from fluctuations in the
pinning potentials and the relative length changes, AL/L, vary as D-1/2 for
fixed domain size where D is the number of domains. Scaling the results
of the simulation (AL/L ~ 2 x 10-5) to an actual sample of 108 domains
yields an expected AL/L ~ 10-%, much smaller than our measured AL/L ~
106, Our sample volume is 0.88cm x 25um x 25pm and we use a domain
volume of 0.7 x 0.2 x 0.2 um3. (There are larger published values for l,, the
coherence length along the conduction axis;!1 however, if we increase 1, at
fixed sample length in our model, the AL/L is even smaller.) Though we
expect the model to yield only approximate results for AL, this large

discrepancy is surprising. It suggests that there are coherent effects
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' between various domains; these effects are not accounted for by the
existing theories of CDW elasticity.!7- 18

One can also estimate the length hysteresis for a given sample simply
from pheﬁomenological arguments. In what follows we derive an
estimate of the maximum strain difference between two metastable
configurations. In the conventional model of the CDW,! the sample is
divided into a number of CDW phase coherent volumes, Vy. ASy, the
difference in lattice strain for two different CDW metastable states in a
particular Vg, can be quite large. The maximum possible ASy arises when
the number of CDW wavelengths A is changed by 1 within a phase
coherence lehgth Lg¢: no greater change is allowed because of the Ly
definition. The CDW strain couples to the lattice through a term
Ycpw/ Yiattices the ratio of the respective Young's moduli; thus, the
difference in lattice strains is bounded by ASy ~ (YcDW/ Yiattice)(/Lg) ~ 10-
4. Here we assume YCDW/ Ylattice ~ 2% from vibrating reed

71n

measurements;> A ~ 134;2% and as a lower bound we use Ley~03 um.z
a sample of volume lcm x 10um x 10um there are many phase coherent
volumes ( ~108, assuming Vg = 0.3um x 200A x 200A from x-ray studies®’)
which, if they add incoherently, implies that the net strain difference over
the whole sample, AL/L, for different metastable states is 10-°. Domains
this size are not thermally stable at 77K (i.e. the energy present in one
thermal degree 6f freedom is enough to overcome the depinning field of
such a small volume). However, from the above analysis, AL/L ~
(1/Lg)Lyl/2 ~ Ly-1/2; thus, larger domain sizes along the crystal axis will
decrease relative length changes. Using a more reasonable domain size

(5.0 x 0.4 x 0.4 um3),!! yields a AL/L ~ 4 x 10-9. Even with the assumption
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of maximum phase difference between metastable states, it is necessary to
include some coherence between the Vg to explain the large size of the

measured effect.

7.5 Future experiments

To further investigate the remarkable sensitivity of L to different
CDW states, several experinients suggest themselves. The most
straightforward experiment is the temperature dependence of the bending
displacement. Because of the geometry, thermal expansion effects are
canceled out and a precise determination of the effect of temperature can
be made on both the size of the hysteresis and the giassy decays of the
bending displacement for fixed bias field. In a second experiment, it may
be possible to correlate the length changes to the amount of disorder by
introducing imperfections or altering the sample length, and it may also
be possible to observe the pulse duration memory effect as discussed by
Coppersmith28 in a length measurement. It would be interesting to
examine other CDW systems, such as NbSe3, (TaSey)ol, or KoasMoO3 (in
Kp.3MoQ3, a material which exhibits no AY at ET, 1i0 changesinL to+ 1
ppm have been detected?”). The effect of bending should also be
investigated to determine whether it affected previous Y measurements.
An additional experiment would be a search for broadband noise in the
sample length or bending displacement. This would require smaller time
constants for the detection apparatus and a lower noise floor, which the
results of Xiang et al.}? indicate is certainly possible. The easiest method
may be to use the TaS3 crystal directly to terminate the helix and to

measure bending displacements of the crystal.



7.6 Conclusions

In summary, we have found the first results that the CDW metastable
state directly affects the macroscopic length of samples of TaS;. The
following information has been shown about the CDW metastable state:
significant changes in the metastable state occur for E<Et which are not
detected in the low field resistance; the dynamics of the random CDW
system are such that only two possible CDW states occur as E — 0 from
either above or below: and relative to the CDW elastic state no definite
threshold field is evident. Many qualitative features of our experiment
can be explained by a surprisingly simple model of a deformable CDW
interacting with randomly located impurities; however, the size of the
length changes is difficult to explain within existing theories of CDW
elasticity. This effect is an important new tool for investigating the
evolution of metastable states in CDW systems and in the study of

random systems in general.
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Chapter 8: Broadband Noise and Thermally-Induced Phase Slip
Centers in NbSe3

8.1 Introduction

The elastic model! of charge-density waves (CDW's) first proposed by
Fukuyama, Lee, and Rice, has had remarkable success in explaining many
of the unique properties of CDW materials. In particular, the existence of
a threshold field (E1) for CDW conduction, the presence2 of narrow band
noise (NBN) for bias fields (E) above ET, and the softening of the Young's
modulus® upon CDW depinning, each appear to arise from the finite
elasticity associated with the CDW. The CDW phase degree of freedom is
assumed to dominate the dynamics because the finite energy required to
induce amplitude distortions (phase slip centers).! However, the elastic
models? have failed to explain the existence of 1/f-like broadband noise
(BBN) detected in all CDW materials for E>ET.5' 6 Indeed, because of this
failure of the purely elastic models, researchers have surmised that phase
slip must cause BBN.

Recently, substantial theoretical and experimental progress has been
made in understanding BBN and its relation to other CDW properties.
Bhattacharya et al.” find that resistive fluctuations explain much of the
BBN detected in samples of TaS3 and NbSe3, indicating that BBN arises
from local fluctuations of the threshold field. The frequency (f)
dependence of the BBN has also come under closer scrutiny. At low {, the
BBN noise voltage, 8V, has a & dependence® where o ~ 0.35 and 3V
shows a broad maximum at frequency near the NBN with a rapid rolloff

above. This maximum coincides with a minimum in the real part of the
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f-dependent conductivity.” Bhattacharya et al.® demonstrate that the BBN
spectrum for the sliding CDW is siriking correlated with the ac response in
the pinned state and suggest that fluctuations in the sliding state are
similar to those in the pinned state. Marley ef al.1% show that BBN
fluctuations persist at frequencies lower than that of an applied ac field,
implying that the CDW phase configuration is identical, rather than
statistically similar, between states sliding to the left and to the right.

Some of these threshold field fluctuations are sensitive to current polarity.

While these experiments significantly increase our understanding of
BBN, the microscopic processes which produce BBN remain poorly
understood. Maher et al.,}1" 12 using samples with different crystal
morphologies, find that BBN is sharply reduced in crystals with simple ~
(rectangular) cross section. They suggest that increased BBN occurs in
more complicated morphologies because of phase slip which occurs at
steps in the crystal thickness.

Several theories have been proposed to explain BBN in CDW
materials. Tucker'® calculates that isoelectronic impurities may pin the
CDW strongly (i.e. determine the CDW phase uniquely at the impurity)
because of the interaction between the CDW wavevector and the Friedel
oscillations of the normal electrons. Thus, for the CDW to slide, there
must be a phase slip center (PSC) at each impurity. Thermal fluctuations
of the CDW phase on the impurity could cause BBN. Co;::;::ersmithl4'16
demonstrates that the purely elastic CDW model must fail for any
macroscopic sample. Phase slip must occur in the sample bulk if there
exist any variations of ET. However, there are predicted to be few PSC's for

samples without charged impuritiess.16
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In general, these theories rely on the production of PSC's within the
material and assume that fluctuations of the CDW threshold field occur in
these regions. An interesting test of the role of PSC's is to measure the
BBN while producing PSC's within the sample. The BBN associated with
an individual PSC would be apparent as a stepwise increase in the BBN.
This chapter describes an experiment!” in which the BBN is measured in
the presence of a temperature gradient. As depicted in Fig. 8-1, the lowest
energy CDW velocity, vj, is temperature dependent. Applying a
temperature gradient to a moving CDW induces strains. At some critical
gradient, it becomes energetically favorable to iniroduce a PSC, at which
discontinuities in v; may occur. The PSC reduces the elastic strain of the
CDW.!8 The temperature gradient allows continuous ¢ontrol of the
number of macroscopic PSC's occurring within the sample volume.19: 20
Since the NBN frequency is roughly ?roportional to vj, the number of
PSC's is determined from the number of NBN peaks. These, thermally-
induced, PSC's are different from the phase slip which occurs at impurities
or in small regions of the CDW because they are macroscopic objects
having dimensioﬁs, £oxA where &, is the amplitude coherence Iengrth and
A is the sample cross-sectional area.

We find that thermally-induced PSC's are "soft” and do not generate
appreciable BBN. The BBN shows some qualitative characteristics of a
thermal average along the sample length, but many features also indicate
interaction between the noise sources and the CDW metastable state. The
remainder of this chapter is organized as follows: Sect. 8.2 describes the

experimental method used to simultaneously measure BBN and NBN in
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small crystals of NbSes. Our results are presented in Sect. 8.3 and discussed

in Sect. 8.4. Qur conclusions follow in Sect. 8.5.

8.2 Experimental method
NbSes crystals are grown from high purity starting compounds in
quartz ampoules using vapor transport in a gradient oven. They show
room temperature resistance (Rrt) to low temperature residual resistance
ratios of approximately 220, and threshold fields at 48K of ~10mV/cm. In
general, NbSes crystals grow with stepped faces and variable cross section
which cause diffuse NBN spectra.“' 21 To achieve sharp NBN peaks and
to expose clean surfaces for contacts, we delicately cleave the crystal, using
the process described below:
(i) glue one end of a NbSe3 crystal (~5-10mm long) on a quartz
slide with Ag paint,
(ii) use the back of a scalpel blade to fray the free end of the
crystal,
(iii) glue down the frayed end,
(iv) pull one section of the frayed end ~ 30um away from the
rest of the crystal, |
(v) by gently moving this sub-crystal, "unzip" it from the rest of
the crystal, being careful not to induce deformation in the
1argef crystal,
(vi) repeat this process until the desired crystal remains,
(vii) cut an appropriate section from the center of this crystal for

use in the experiment.
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Samples obtained in this way have typical dimensions, 20 um?2 x 1 mm,
and show clean NBN spectra with 10-20 harmonics of the fundamental
peak. The BBN amplitude, 8V, at 4 kHz and 50K is ~ 8nV/VHz for E=3Er,
in good agreement with the noise amplitude from other pure NbSe3
crystals with simple geometries.!' The sample is then rigidly affixed with
Ag paint to the temperature gradient apparatus shown schematically in
Fig. 8-2a. A variety of methods were used to make contact with the sample
(silver paint, gold paint, platinum ink, gold and indium sputtered
contacts) The cleanest NBN and BBN spectra are found with Ag paint
which, unfortunately, causes substantial contact degradation within
several hours at room temperature. The copper supports on which the
sample sits are thermally isolated from the underlying Cu probe with balsa
wood spacers. The sample is held in a 103 torr He environment, and
heaters on each support provide temperature gradients of as much as 20K.

Fig. 8-2b shows the electrical configuration for simultaneous
measurement of NBN, BBN, and dc voltage. The sample is current biased
in a two probe configuration. Because of the small size of the BBN for
these crystals, care must be taken in minimizing crosstalk and additional
noise sources. 1:1 buffers in front of each section of the detection circuity
substantial reduce crosstalk and ensure that the signals are appropriately
impedance matched. We use an HP8558B to detect the NBN peaks and an
HP3582A to measure the BBN over a wide spectral range. A Stanford
Research SR510 provides accurate noise measurements in a small
frequency window (10Hz bandwidth). The temperature of each support is

determined relative to a nearby temperature diode with two differential
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Fig. 8-2. (a) Schematic of temperature gradient apparatus. (b} Electrical
schematic for simultaneous measurement of NBN, BBN, and dc voltage. The

devices are as follows: dc voltage supply <> HP 6114A; ammeter «» Keithley 177;
1:1 buffer amplifier <+ Burr-Brown 3553AM; amplifier #1 ¢» B&H AC3020LN;
amplifier #2 «> PAR 113; frequency synthesizer «» HP 3325B; dc voltmeter <
Keithley 177; high f spectrum analyzer «> HP 8558B; low f spectrum analyzer &
HP3582A; lock in noise detector «» Stanford Research SR510.



- chromel-alumel thermacouples. An additional thermacouple directly

measures. the temperature difference between the two supports.

8.3 Results

Fig. 8-3 shows the BBN as a function of bias current for six different
temperatures. The curves have been offset as an aid to the eye. BBN
provides a dramatic signature of the depinning transition, showing a
sharp peak at the threshold current (IT) for intermediate temperatures and
a more rounded peak at lower T and near the Peierls transition (T?).
Though low frequency NBN can cause spurious BBN measurements near
It, these BBN peaks have 1/f-like frequency dependence, and the |
measurement frequency (4kHz) is significantly removed from the NBN
peak (~0.1-1.0 MHz). The temperature dependence of Ir is clearly seen in
the BBN peak position. For most samples studied, the ir‘tial increase in
BBN is fellowed by decrease and then a slow increase at large 1.

Several recent papers”” 10 have investigated the relationship between
BBN and threshold’ field fluctuations. For TaSj3, the region near It shows
anomalously large BBN, a result which was attributed to interference
effects with the NBN. The large BBN peak at It for our samples, however,
can be directly attributed to Et fluctuations. As shown in Fig. 8-4a, the
CDW transition is coincident with an abrupt drop in sample resistance, Rs.
In contrast to TaS3, the data for NbSes (Fig. 8-4b) shows significant BBN
structure with bias field. The noise arising from Er fluctuations can be

directly related to Rs as follows:”

(8.1
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where 8V is the rms noise voltage, and A is a constant which depends
only on T and {. Fig. 8-6b plots the measured BBN and I/dRy/dE |
calculated from R¢(E) shown in Fig. 8-4a and normalized to match the
height of the first BBN peak. Interestingly, not only does equation 8.1
reproduce the sharp BBN peak at Er, it fits many of the secondary peaks as
well. At large E, both curves reach similar limiting values. Thus, BBN for
NbSe3 seems well explained by models which assume variations of the
local ET or effective pinning force. Phase slip processes, such as those
suggested by Coppersmith!416 and Tucker,'? would certainly produce such
fluctuations of the threshold field.

To determine the relation the relationship of thermally induced
phase slip and BBN, we first characterize the sample at uniform
temperature. Fig. 8-5 shows 8V measured at 4kHz and the position of the
NBN fundamental frequency (f,) as functions of temperature for sample
no. 1. 8V and {, both have maxima near 54K.

As a temperature gradient, AT, is applied, the preferred CDW velocity
changes along the sample length and phase slips may be induced. Fig. 8-6
depicts the position of f, and any split off NBN peaks as a function of AT.
The sign of AT is chosen so that AT>0 = the current flows in the direction
of increasing temperature. The temperature of the coldest end of the
sample is fixed at 51K. As expected from Fig. 8-5, increasing AT from zero
causes f, to climb and at AT=3.1K, the NBN peak splits. In this same
region, 8V first decreases and then begins to increase. No stepwise
increase in the BBN occurs when the NBN splits. The additional,
thermally-induced, PSC does not produce significant noise. Indeed, the

four splittings on the right in Fig. 8-6 appear to be associated with small
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reductions in the noise. 7However, the splitting at AT = -3.9K occurs with a
huge BBN increase. At this splitting, the NBN peaks broaden substantially
and considerable fluctuations are evident in the peak pbsition. The BBN
increase is presumably caused by fiuctuations of the NBN frequencies as
the PSC forms. Similar effects are seen with partial mode locking of the
CDW.?? Numerical studies?® have shown that substantial BBN can occur
at PSC formation because of chaotic behavior of the non-linear system.
Previous reports!® have distinguished two types of NBN splittings, one in
which the peaks break apart continuously and one in which a single peak
splits into two peaks separated by a finite frequency difference. In the latter
case, substantial instability occurs and the NBN peaks broaden due to
fluctuations at time scales smaller than the sample time of the spectrum -
analyzer.

Also plotted in Fig. 8-6 is the 3V calculated from Fig. 8-5 assuming
that BBN arises from a distribution of temperature dependent sources.
This thermal average reproduces the BBN maximum at |AT [=4K and the
monotonic BBN decrease for 1AT1>4K. It does not, however, reproduce
the peaks and other structure evident in Fig. 8-6. For AT<-8K, the warm
end of the sample is above the Peierls transition (59K). The data show no
sharp decrease in this range, implying that CDW conversion at the silver
paint contacts is not an appreciable noise source.

Fig. 8-7 presents an additional study of the effect of PSC formation on
BBN. For this sample, T¢pid is fixed at 45K. The large number of NBN
splittings evident in Fig. 8-7b are expected from the large difference

between f,(T¢old) and the maximum f,, 25MHz. As for sample no.1, no
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stepwise increase in 8V occurs as the number of PSC's increases. In fact,
for none of the splittings is any BBN signature evident.

The data of Figs. 8-6 and 8-7 suggest that thermally induced phase slip
centers do not produce appreciable BBN. Though the 8V peak on the left
of Fig. 8-6 certainly is associated with the formation of a velocity sub-
domain, the data is well explained assuming fluctuations of the CDW
metastable state that are not endemic to PSC's.2> We bound, 8Vpsc, the
noise produced by a macroscopic PSC using the data of Fig. 8-7; 3Vpsc <
2nV/VHz at 4kHz. The small decrease in 3V apparent at some splittings
may arise from the relaxation of CDW strain in the two neighboring

domains.

8.4 Discussion

Presently, our understanding of the origin of BBN in CDW materials
is limited. Though Bhattacharya et al.” have demonstrated convincing
evidence that threshold field fluctuations cause BBN, the role that phase
slip has in producing these fluctuations remains poorly understood.
Indeed, it is unclear whether thermal fluctuations!? or chaotic effec’cs,23
arising from the strong non-linearity in CDW transport, cause BBN. If
BBN is due to phase slip within the sample, it is surprising that the
formation of such large scale PSC's does not affect V. One possibility is
that thermally induced phase slips respond coherently over their volume.
Because the effectivé volume of the induced PSC is much larger than the
micro-tears4 suggested by Coppersmith or the impurity pinned regionsl?’

suggested by Tucker, thermal fluctuations should be smaller. However, it

is unclear how fluctuations of this macroscopic region affect the local
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thfeshold field. In terms of noise from non-linear CDW trahsport, the
effect of a PSC in a one-dimensional model has recently been
investigated.23 No studies have been performed on macroscopic three-
dimensional P5C's.

The success of thermal averaging in explaining the qualitative shape
of the BBN curve (Fig. 8-6) confirms a distribution of noise sources along
the sample length and indicates that there is some independence between
these sources. This independence arises naturally from models!? in which
thermal fluctuations at spatially distributed impurities cause local Et
variations. However, the structure and large peaks apparent in Figs. 8-6
and 8-7 indicate that the CDW metastable state also plays an important
role. A theory to properly describe BBN in these materials must explain

both "thermal averaging" and the role of the CDW metastable state.

8.5 Conclusions

We find that thermally-induced PSC's are "soft” and do not produce
appreciable BBN. Thermal averaging of noise sources along the sample
length reproduces many of the qualitative features of the data, but fails to
account for the measured structure. We suggest that this structure arises
in part from chaotic noise developed as velocity domains divide and from
additional effects of the CDW metastable state. Since recent repox"tsl:l
indicate that CDW shear produces substantial BBN, an experiment with a
temperature gradient transverse to current flow would further probe the

relationship between BBN and PSC's.
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