Introduction 

David I. Levine

Comments invited,

These notes provide raw material that may be useful in contacting organizations about rigorous evaluations.   The notes include:
1. An introduction to CEGA and motivation for rigorous evaluations

2. Typical data to be gathered over several phone interviews and email exchanges 

3. Overview notes on possible study designs

4. Common objections to randomization

The next set of issues concern medium-term issues after agreeing a rigorous evaluation is feasible, prior to writing a proposal. 

5. Power calculations. 
6. Resources 
7. Tying evaluation to research 

A lot of resources are at 

http://www.evidencebasedpolicy.org/default.asp?sURL=ombII 
To put these notes in context, an evaluation for a project typically includes steps similar to these: 

· Find out about the project.
· Design a study (or a few variations). 

· Do a power calculation to determine if the project is large enough to study rigorously. 

· Get buy-in from all parties

· Find partners to: 

· Fund: 

· Thus much of the interview notes below should usually end up in the format of a proposal. 
· Provide expertise on the topic area, measurement, the region, etc. 

· collect data, 

· etc.

· Design and pretest the baseline data collection instrument. 

· Field the baseline survey and collect other metrics. 

· Project roll-out or ongoing activities
· Follow-up survey and other metrics
· Analyze and write up results. 

· For the project and its partners (funders, etc.)

· For academics

· Thus much of the interview notes below should usually end up in the format of a research paper.

Your thoughts and contributions are appreciated. 

- David
1. Introduction to CEGA & to rigorous evaluations

NOTE: Customize this material as needed.  It is currently just a list of paragraphs. 

Standard monitoring and evaluation programs provide valuable information on what a project does (processes), the immediate results (also known as outcomes) and the short-term effects of those outcomes.  For example, in a program to train shopkeepers to distribute condoms, a careful evaluation will have information on processes such as the number of training classes offered, outputs such as the number of shopkeepers who attended the classes, and outcomes such as shopkeepers’ satisfaction with the training and changes in their knowledge.  A high-quality evaluation might go so far as to count the number of condoms the newly-trained shopkeepers distribute.

Why a rigorous evaluation?

Standard evaluations such as flying in when a project is over to ask people how it went are essential.  At the same time, they leave unanswered two key issues: 

1. What are the medium-term impacts of the program?  In the case of training shopkeepers to distribute condoms, impacts might include lower rates of HIV/AIDS and unplanned fertility in their communities. 

2. What is the causal effects of the program in achieving its goals? 


Furthermore, most projects have questions about how best to implement their plans: What marketing strategies will be effective; how best to motivate frontline staff; and so forth.  A rigorous evaluation can also answer:

3. What variations of the program are most effective at achieving its aims? 

A rigorous evaluation that demonstrates success can help raise funds to ensure your program sustained and can grow more rapidly.  As importantly, a rigorous evaluation can multiply the influence of both your program and its funders by encouraging others around the globe to learn from your results. 

· For a for-profit company: multiply your influence around the organization…

Who is CEGA?
Center of Evaluation for Global Action (CEGA) at UC Berkeley and UCSF is an institution committed to promoting rigorous evaluation of development projects around the world.
http://cega.berkeley.edu/
We work with NGOs, governments, and aid agencies to help implement a rigorous impact evaluation, typically in coordination with other forms of qualitative and quantitative evaluation.  We provide rapid feedback on the quality of operations and on short-term performance metrics (typically outputs and outcomes).  We will help agencies integrate this feedback into improving the program. 

We work with agencies to determine rigorous comparison groups.  In some cases we can help determine fair and low-cost means to randomize who receives the treatment among those eligible; for example, if more eligible applicants apply than there are training slots, distributing training slots with a lottery.  In other cases we identify other rigorous study designs to ensure the comparison group is similar to the treatment group.  In most cases we gather baseline and follow-up data from both the treatment group and the comparison group.   We also work with agencies to identify outside agencies that can fund all or part of the cost of the rigorous evaluation. 

2. Interview on evaluation feasibility

These notes outline a generic interview to decide if a rigorous impact evaluation is feasible.  They must be customized for any specific project or proposal.  The sections on Data and on Effect sizes and below may need to await later interviews in the process. 
About the interview

· Read as much as possible prior to the interview. 

· Be sure to introduce both yourself and CEGA / Berkeley. 
· Spend a lot of time understanding their goals (both personally and organizationally).  Relate a rigorous evaluation to their goals. 

· When exploring the project, start with open-ended questions and tie the detailed questions onto the “grand tour” they gave earlier. 

· Close with: Who else should we speak to about a rigorous evaluation of this topic? 
· After all interviews, send a thank you note. 

· Write up and expand your interview notes immediately after the interview.  Even waiting till the evening loses much detail. 

Preparation

· Read the websites of relevant organizations. Answer as many of the questions below as possible.  

· Google the organization 

· Google scholar (scholar.google.com) the organizations involved to check out any academic literature on it. 

· Familiarize yourself with the intervention carried out by others, past evaluations, and issues around it. For example, if you are speaking to a foundation that funds microlenders, try to read the evaluation literature on microfinance. 
· Look for Census data, other household or business surveys (DHS, LSMS, etc.), in the region so you can see data sources for benchmarking and for re-using questions. 

Introduction to CEGA & rigorous evaluations 
CEGA assists development agencies design and carry out rigorous evaluations of development projects. 
· By showing success in a rigorous fashion, our evaluations 

· can help raise funds for further expansion of organizations with good programs; and 
· can multiply the influence of your projects by rigorously demonstrating their merit – speeding adoption around the globe.
· In many cases, by examining multiple variations of a project, our evaluations can help you identify the most successful variations of your projects. 
We often find it easiest to examine expansions of a program.  Thus, a lot of our questions will discuss plans for expansion. 
Grand tour

Start with a broad question such as: Tell me about the intervention you plan.

Then follow up with specific questions that elaborate on the points they have brought up. 
Understand the intervention. Often this understanding can be generated by following logical processes in time order.  

· An intervention has many stages.  Make sure they explain each stage and how long it takes.  You should end up with a timeline for the entire project, a different timeline for opening up a “unit”, and yet a third timeline for treating one “client”. 

· What is the timing of your planned expansion or roll-out (if relevant)?

· Entire project

· Choose sites

· Negotiate access

· Unit

· Meet with community leaders 

· Market goods and services 

· Client

· Recruit or meet

· Provide services

· Time till impact?

· You will still usually need to ask more about the intervention: 
· For example, for a training intervention: How much time is spent training teachers in math skills? 
· For a bednets program: What are the distribution channels you use to distribute subsidized bednets?
What are your goals?

· High-level like poverty reduction

· Impacts like health of children under 5 or enrollment or sales growth.

· How long until these impacts are realized?

· This determines the length of the study.

· Outcomes like immunizations or teacher attendance or loans to small businesses

· Outputs like training nurses or visits 

· Inputs 

You want to integrate this list into a story that makes a “theory of change.”  Having such a theory is useful for us to test social science theory.  For example, we might use their change in inputs as an instrumental variable for a relation between outputs and outcomes that is important for a theory we care about or for policy-makers in other realms.  The theory of change will also suggest other tests, below. 

What are your primary questions about how best to achieve your goals?

What are your primary questions about how best to achieve your goals?
Almost all organizations have questions about: 

· Marketing and providing information

· Providing education on a problem such as unsafe water. 

· Providing information on solutions

· Changing social norms that affect use of the project or adoption of the new product. 

· Pricing

· Distribution channels

· E.g., Motivation of frontline staff

· Etc.

Notes: These questions are important because a study can help answer these operational questions.  As such, it will provide direct benefits to the service providers.  
In addition, varying these parameters across potential recipients can also provide a randomized intention to treat for the impact study and good tests of social science theory. 

Is it obvious when the intervention is most useful, or do you care about:

· Interactions with other interventions 

· E.g., Hand-washing, safe water, and improved toilets might interact positively or negatively. 
· Subpopulations with higher or lower impacts

Operational questions 

Tell me about your organization’s role and other partners in this project:

· Funders (e.g., donor, government, foundation)
· Funding level and prospects (e.g., spend $17 million in the next 3 years)

· Monitoring and evaluation funds (if any)

· Implementors (e.g., NGO and Ministry of Health)
· Evaluator (if any) 
· Other
How large is the project and/or expansion?

· Often there is size in terms of sites such as facilities, villages, schools, clinics, bank branches, etc.
· Often there is a larger size of participants such as individuals, households, or companies,
· Note: Randomization and difference in differences can both take place at the site level or the participant level. 

· Some projects, especially in schools, can have three levels: counts of schools, classrooms, and students. 

For many projects, the intervention is an offer: free or discount bed net, attend free training, apply for microfinance, etc.  If that holds true for this setting ask: 

· What is the take-up rate (that is, share of potentially eligible who take advantage of the project)? 

· How much do you think intensive outreach or marketing could raise that take-up rate? 

· Note: A relatively easy study design is intensive marketing to a randomly chosen subset of those eligible who declined the standard “offer.” 

· What is the eligibility rate? (that is, the share of applicants who are eligible)? 

How do you select where to operate?  

There is typically an answer at multiple level, such as: 

· Regions (province or district)
· Service providers (clinic, schools, bank branches)

· Recipients (households, children, small businesses)

· Often service providers have a role selecting recipients. 

How is eligibility determined?

· How is eligibility determined for sites?
· Typically: villages, schools, bank branches, etc.

· How do you choose the order of introduction? 

· Note: In later interviews we are likely to suggest randomization of this order.  Thus, look for subgroups of sites where there is not a strong reason for going first or last. 

· How is eligibility determined for participants?
· Typically: individuals, families, companies
· If there is an application procedure and limited resources: 
· Do more eligible participants apply than there are funds?  
· With more marketing, could you attract eligible participants to apply than there are funds?  

· Note: A relatively easy study design is intensive marketing to increase eligible applicants, and then holding a lottery as a fair means to prioritize who is served (or who is served first). 

· Note: We can try to find a regression discontinuity design in the implementation. Thus, look for any discontinuities in the selection of service providers or recipients. 
· Region: district boundaries, etc. 

· Sites: population, size, age, distance to X, etc.

· Families: poverty index, credit score. etc.

· Companies: size, credit score, etc.

· Individuals: child age or weight, poverty, etc. 
Tell me about current evaluations of this or similar projects.

Ideally read these beforehand. 

What are local research partners you know of?  

· Data collection. 

· University or other researchers?

How to gain agreement for a rigorous evaluation

What is your level of interest in rigorous evaluation?

Who are the stakeholders who must agree to a rigorous evaluation, and how do they feel about it? 

· Donors such as bilateral aid agencies or foundations
· Government ministries who fund (e.g., finance, budget and planning)
· NGOs and government ministries who carry out the intervention 
· Is there already funding for monitoring and evaluation? 

· If so, who is carrying it out?

· Is there already funding for rigorous evaluation? 

What is the procedure / next steps to agree to a rigorous evaluation? Do we send you a proposal?  Do we sign an MOU (Memorandum of Understanding)?

Data and effect sizes – for later interviews
· What effects do you expect from your program?  

· Planned inputs (e.g., hire 23 consultants to train xx teachers and buy xx million bednets)

· Planned outputs (e.g., training xx teachers and getting xx bednets into people’s homes)

· Expected and smallest “important” outcomes (e.g., teacher skills rose xx standard deviation on a test of learning and xx fewer mosquito bites)

· Expected and smallest “important” impacts (e.g., student learning rose xx standard deviations and xx lower infant mortality)

· What is the smallest effect size you care about?  That is, if the increase in an outcome were less than this level, it would be acceptable to call the result “not significant”? 

· For example, if an intervention raised child height by 0.01 cm., the increase is not important to child health; thus, it is ok if such an increase were not statistically significant.  In contrast, if an evaluation will not be able to detect an increase of 1 cm., then it is probably not worth doing the evaluation. 
· For each of the relevant inputs, outputs, outcomes and impacts: Do you measure this variable as part of your operating procedures?  

· If so: Who measures it?  Will they share measurement instruments?  Will they share data? 

· For each of the relevant inputs, outputs, outcomes and impacts: do you have baseline data on this variable, perhaps as part of your needs assessment? 

· If so: Who measures it?  Will they share measurement instruments?  Will they share data? 
Documents to request

· Any previous evaluations.
· Any proposals or planning documents explaining your expansion plans
· Any manuals or documentation explaining your procedures for selecting sites and participants. 
· Any manuals or documentation explaining your operating procedures. 

· Any statistical reports concerning this topic in this region (e.g., national health report, district education report, etc.). 
· Operational data and forms.  These indicate how data moves around the project. For example, 

· blank forms used by frontline employees (application forms, bills, etc.), 

· evaluation forms anyone uses to evaluate anyone else 

· reports generated by subunits, 

· income statements and balance sheets, 

· summary reports generated for donors, etc. 

Scouting the sites

· Is the sample large enough? Can the sample size be controlled in any way? 
· Is the population in these sites sufficiently representative of the population of interest? 

· Can the service delivery partner recruit excess applicants, maintain records, etc.? 

· Under what conditions and incentives will the service delivery partner randomize? 

· Is the site accessible to the data collection partners? 

3. Study designs 

This is an extraordinarily brief introduction to several possible study designs.  I include this list to help motivate the questions above.  For almost any program, ponder each of these possible study designs and think if it applies.
Difference in differences (double difference or quasi-experiment)

The simplest study might examine a program expanding to 100 new sites in years 1 and 2.  In year 1, then, only half the sites have the program.  The evaluation compares the improvement from year 0 to year 1 in the 50 sites that adopt early versus the 50 sites that have not yet adopted the program.  It then checks if the slow adopters “catch up” in the next few years after they have the program. 
Difference in differences #2 

A less convincing version of the difference in differences study compares trends in 50 sites that adopt with 50 sites that do not adopt.  This study is less convincing because what caused the first set of sites to be eligible for the program might also affect trends in outcomes. 

Site randomization 

A stronger version of the difference in differences study selects which sites are in the group of early adopters randomly.  This design ensures that nothing that effects adoption also systematically affects outcomes.  
To increase statistical power (that is, the precision of the estimates), sites might be put into similar groups (e.g., rural vs. urban, or region, or income) and then randomization might occur within groups.  This is called “stratified randomization.” 
Importantly, any site-level study has a much smaller sample size (and, thus, much lower precision) than individual- or household-level randomization.  The # of clusters is much more important than the # of individuals or households affected or in the survey in determining the precision of the estimates. 

“Intention to treat” estimators
Many programs involve optional participation: go to school, apply for a microloan, etc.  If we site schools or bank branches randomly and compare all potential students or borrowers with the population of all potential students or borrowers in villages without a school or bank branch, we have an “intention to treat” estimator.  

For example, assume 50 villages with a bank branch making microloans has consumption rise 20% in 5 years while 50 villages without a branch have consumption rise 17%.  Then we think a bank branch raises village consumption by 3%.  If only 10% of the village households used the loan facility, their consumption must have risen far more than 3%.  Because they self-selected by applying for a loan, we are unsure how well results on them generalize.  Nevertheless, we have an unbiased estimate of 3% for the effect of putting in a microlender.  As this example shows, intention to treat estimators require large datasets when take-up rates are small, as even large effects on the treated will not be statistically significant when averaged over all potential participants. 
Intensive marketing to a subset: participant level randomization

For many projects, the intervention is an offer: free or discount bednet, attend free training, apply for microfinance, etc.  If that holds true for this setting a potential study design is intensive marketing to a randomly chosen subset of those eligible who declined the standard “offer.” 

Lottery among over-subscribed projects: participant level randomization

If there is an application procedure and limited resources, a relatively easy study design is intensive marketing to increase eligible applicants, and then holding a lottery as a fair means to prioritize who is served (or who is served first). 
Variation in implementation 

For many projects, it is unclear how best to implement the project.  For example, it might be unclear what price maximizes profits (for a for-profit firm) or balances economic sustainability and widespread adoption (for an NGO). Variation in price, then, can affect adoption rates and be used as an instrument for adoption.  For example, assume 50 villages have $1 price and a 60% adoption rate and 50 villages have $2 price at 40% adoption and that outcomes improve 3 points on average in low-price villages relative to villages with the higher $2 price.  Then we can estimate an effect size of about 15 points for adopters (those affected by the lower price).
Regression discontinuity 

We do not think that households earning $999 a year are meaningfully different from households earning $1001 a year.  Nevertheless, if a scholarship has a cutoff of $1000 for eligibility, only children in the former households will be eligible.  Thus, we can compare enrollment rates of children in household earning $990-999 with enrollment rates of children in household earning $1000-1010 to see the causal effect of the scholarship on enrollment.  

This study design only measures the effect size near the current cutoff.  It also requires a very large program, as most people are not just near the cutoff. Finally, when the cutoff is known, people or gatekeepers will often game the cutoff (an effect that can be measured).  With those cautions in mind, it is a great study design as it does not require randomization to get unbiased estimates. 

As noted above, we can try to find a regression discontinuity design in the implementation. Thus, look for any discontinuities in eligibility for regions, sites, or participants. 
· Region: district boundaries, etc. 

· Sites: population, size, age, distance to X, etc.

· Families: poverty index, credit score. etc.

· Companies: size, credit score, etc.

· Individuals: child age or weight, poverty, etc. 

4. Objections to randomization

· Ethical: It is unethical to experiment on people.

· We live in a world with demand for our services > our ability to supply. 

· Thus, a lottery is a fair way to allocate. 

· Thus, some sites have to have the first implementation.  It is not unfair to have that selection randomly. 

· We will use a study design where 

· Practical: bad PR if some know that others get a better price, etc.

· We will pretest to ensure no anger OR we will use study designs without individual-level randomization. 

· If varying features of the program such as price or marketing strategy, there is the risk of lower profits or effectiveness.

· We do not know the right mix; thus, ex post something will turn out to be best and everything else worse.  Right now, nobody can foresee the winner.  That knowledge will greatly increase long-term expected profits. 

5. Power calculations

· What is the sample size?

a. Again, units can be sites and/or individuals.  Get both answers. 

We will need to calculate the sample size you need for a given odds of not finding a statistically significant result when it is true (also called statistical power, type II error, or β).  We typically want an 80% chance of detecting the minimal effect size at alpha = the 5% confidence level. 

You can use Stata .sampsi for single-level randomization and fairly large N.

You can use the software at http://sitemaker.umich.edu/group-based/home for site-level randomization. 

Ideally you want to find out the sd(Y) in the time series and cross section.  

My rules of thumb (with no basis in theory, but not a bad fit for many datasets) are: 

· For log(Y) = log of consumption, sales or employment, first trim a few outliers (e.g., by adding a minimal amount prior to taking logs).  Then SD(ln Y) is often near 1 in the cross section. 

· First compress a few outliers (e.g., by compressing log changes to -1 to +1 or coding %changes (late – early) / ½ (late + early).  Then SD(%change in Y) is often about 0.22 in the time series for one-year changes and 0.4 for 4-year changes, with SD(longitudinal changes) rising as the time period of the change rises. 

· With site-level randomization, you need to know within-cluster correlations.  A rule of thumb is the within-cluster correlation = 0.2 – to be used only when no other data are available. 

For statistical consulting from stats grad students, you can go to: 

http://statistics.berkeley.edu/index.php?option=com_content&task=view&id=43&Itemid=90 
Often we can increase statistical power by randomizing within relatively homogeneous groups.  Thus, ask whether it makes sense to stratify by region, rural, region, industry, etc.

6. Resources 

Partners

· What are local research partners exist?  

· Data collection. 

· University or other researchers?

· Who at UC Berkeley or UCSF works on related topics or in this region and might want to help?

· Are there experts in the topic or region outside of UCB&UCSF we should discuss this with or partner with? 

Who might fund all or part of this evaluation?

· Gates Foundation, NSF, etc.

What similar projects are operating and should learn about our evaluation?

· They might want to adopt the study design

· They might share data or lessons or their own evaluations. 

What measurement instruments exist that we can use?

· Ideally in the appropriate language(s)

· Ideally with evidence of the reliability and validity of the measures. 

What data sources exist that might assist with the evaluation of this project or on related research topics?  

· Almost any research project can be improved by having a broader set of benchmarks (e.g., trends in outcomes in communities outside the treatment area) and by linking in additional data (e.g., Census data on mean education in each community or administrative data on government spending).  

7. Tying evaluation to research 

Think through the theory of change that is implicit in this intervention.  This theory of change is also a theory of obstacles.  Understanding these obstacles should help inform policy.  In addition, these obstacles, then, usually each relate to economic theory – see the previous point. 
What questions that are important to theory or to policy might we answer in this setting?  Ponder theories of:

· Externalities and public goods

· Norms, fairness, social learning and group behavior 
· Behavioral decision-making

· Gender roles, family decision-making, etc.  

· Corruption 

· Human capital & health 
· Liquidity constraints

· Adverse selection and incentives

· Etc.

· Are there variations in the intervention that might test links in this theory? 
· This approach requires a large number of randomization units.  
· This approach also provides information of interest to the implementation team – which can increase enthusiasm. 

· How can the qualitative evaluation and operational data from the project test the links of the relevant theory?  

· For example, consider a class to teach safe sanitation: 
· Did the classes get taught?  
· Did adults attend?  
· Did knowledge rise?  
· (Does or should the class have pre- and post-tests?) 
· Did attitudes change?  
· In a follow-up focus group, did norms shift?  
· In observation, has public defecation declined?  Etc. 
What additional experiments can be done within the proposed project?  Consider the three following very different add-ons: 

· Can mini-experiments or economic games be run among treatment and controls? 

· For example, if the project is supposed to change trust or power, can an economic game such as a trust game be run in treatment and control villages? 

· If the project is cluster-randomized, can a within-cluster intervention be added? For example:
· For a community-level intervention, can different sub-treatment be tried across households within a community (e.g,. changing marketing materials or household-level priorities for healthworker visits)?  

· Can a teacher-level intervention be placed within a school-level intervention? 

· Note: By shifting to a lower level of aggregation, N is much higher. Thus, the effects of smaller-scale and less expensive interventions may be detectable. 

· Data collection is expensive.  Can a completely different intervention be implemented orthogonally to the main project? 
Often additional questions can be answered inexpensively. 

· Can you add a few questions to the survey to address issues of importance to theory or policy? 

· Can you study the self-selection of potential applicants or the selection among applicants to shed light on theories of adverse selection, corruption, etc.? 

What other data sources provide other comparison groups? 

· Look for Census data, other household or business surveys (DHS, LSMS, etc.), in the region so you can see data sources for benchmarking and for re-using questions. 

8. Threats 
Here is a sample list of threats to a research project.  Think which apply to this project and how to minimize these threats. 

· Sample too small

· Sample size too low of sites

· Sample size too small of units within sites

· Measurement error too high

· Unbiased measurement error on average

· Heaping, etc. 

· Memory imperfect

· Sampling error 
· Site-level errors such as mismeasured local inflation (affects multiple respondents)

· Data entry errors

· Measurement error biased

· Self-reports are high to look good or low to avoid taxes or be eligible for a means-tested program.
· Administrator inflates reports to look good

· Low response rate among a non-random subset 

· Frequently: those who relocate

· Data collection team made up some data. 

· Outliers dominate the data. 
· Question asked in ways that are not meaningful for the respondents.
· Mistranslation, wrong units, etc.

· Disruption of the study
· Of the service delivery agency

· Of the region

· Of the funding agency
=>  so the program closes down or never expands 
· Of the research funding agency so no funds for follow-up data collection

· Conflict among the parties: funder, data collection team, multiple researchers, etc.

· Results do not generalize

· This site is special.  

· That is why it was chosen in the first place. 

· Process of measurement disrupts the projects

· Randomization shifts the order of roll-out, lowering effects

· Data collection reduces corruption, increasing effects compared to most places. 

· Results incorrect 

· Results are biased up due to data mining across multiple outputs and specifications. 

· Intervention primarily affected a subset of the sample, and this subset was not determined ex ante and examined separately. 

· Study design not carried out

· Randomization was not carried out

· Powerful sites were selected disproportionately early. 

· Applicants found ways to re-apply or avoid randomization. 

· Controls given the treatment earlier than scheduled. 

· Additional funding arrived

· Political controversy over randomization 

· Results take too long to arrive. 

· Research question is misleading.
· Misses the unintended consequences and externalities that matter most.

	Threats
	Partial solutions

	Sample too small
	

	· Sample size too low of sites
	Power calculations ahead of time to ensure sufficient precision.

	· Sample size too small of units within sites
	

	Measurement error too high
	Include some follow-up interviews that re-ask questions in different contexts.  Use multiple respondents.

	· Unbiased measurement error on average
	

	· Heaping, etc. 
	Look for heaping

	· Memory imperfect
	Ask questions about current data.  Ask respondents to look for records when answering retrospectively.

	· Sampling error 
	Use N and SE to calculate sampling error.  Adjust estimates for sampling error. 

	· Site-level errors such as mismeasured local inflation (affects multiple respondents)
	Cluster standard errors for omitted site-level shocks. 

	· Data entry errors
	Have the data entry program notify for outliers or unexpected values.

Enter data twice. 

Visually inspect outliers.

	· Measurement error biased
	

	· Self-reports are high to look good or low to avoid taxes or be eligible for a means-tested program.
	Multiple respondents. 

Clarify not a government project and all data are confidential.

	· Administrator inflates reports to look good
	Multiple respondents. 

	· Low response rate among a non-random subset 
	Repeated attempts to contact using multiple means (phone, in person, etc.)

Small incentives for respondents.

Small incentives for enumerators.  

	· Frequently households that relocate and businesses that go bust
	Baseline contains multiple means to re-contact respondents.

	· Data collection team made up some data. 
	Cross-check data. 

Statistical checks for made-up data. 

	· Outliers dominate the data. 
	Design the survey to double check outliers in real time. 

Visually inspect outliers on the data forms.  

Re-interview respondents with outliers. 

Check for outliers in levels and changes. 

Compress outliers if necessary. 

	· Question asked in ways that are not meaningful for the respondents.
	Pre-test

	· Mistranslation, wrong units, etc.

	Pre-test some more. 

Translate from English to X and back to English.

Pre-test some more. 

	Disruption of the study
	

	· Of the service delivery agency
	

	· Of the region
	

	· Of the funding agency
	

	=>  so the program closes down or never expands 
	

	· Of the research funding agency so no funds for follow-up data collection
	Look for multiple funders for the evaluation: foundations, NIH, etc.

	· Conflict among the parties: funder, data collection team, multiple researchers, etc.
	

	· Results do not generalize
	

	· This site is special.  
	Understand the site selection process. 

	· That is why it was chosen in the first place. 
	

	· Process of measurement disrupts the projects
	

	· Randomization shifts the order of roll-out, lowering effects
	

	· Data collection reduces corruption, increasing effects compared to most places. 
	Qualitative interviews can check for this. 

	· Process of applying changes behavior.
	

	· Process of losing a lottery changes behavior. 
	

	· Results incorrect 
	

	· Results are biased up due to data mining across multiple outputs and specifications. 
	Specify your runs prior to getting data.  Clarify ex ante and ex post runs to yourself and to readers. 

	· Intervention primarily affected a subset of the sample, and this subset was not determined ex ante and examined separately. 
	

	· Study design not carried out
	

	· Randomization was not carried out
	Check if X’s predict winners of a randomization.  

	· Powerful sites were selected disproportionately early. 
	Control the randomization, if possible. 

	· Applicants found ways to re-apply or avoid randomization. 
	Think hard about how applicants can game the system. 

	· Controls given the treatment earlier than scheduled. 
	

	· Additional funding arrived
	

	· Political controversy over randomization 
	

	· Results take too long to arrive. 
	Get buy-in on the time delays. 

Ponder if intermediate reports on who applies or on short-term results are useful.

	· Research question is misleading.
	

	· Misses the unintended consequences and externalities that matter most.
	Qualitative research examines the unintended consequences. 


Operational issues

Discuss evaluation designs with implementation agency.  Find out about implementation issues, objections, etc.  

Create power calculations. 

· Use the marginal costs for units and enumeration areas to optimize the cost-effectiveness of the study design.
Send grant proposal draft to potential funder and to implementing agency for comments. 

Find out funders’ overhead policy.  UC will take min(funder’s policy on overhead, 52% mark-up) for overhead.  “52% overhead rate” = just over a third the grant. 
Draft final grant proposal and budget. Send to SPO (at least in rough draft form) 2 weeks prior to submission.  The ORU (e.g., IBER or IAS) likes it a few days earlier. 
Capacity building

· Evaluation implemented in close collaboration with program implementers and policy makers (recurrent discussions, network cross sector and cross countries)

· Training

· Learning by doing

· Local capacity building hubs

Staffing

In-country Lead coordinator

· Hire someone on the ground, if possible. 

· Assists in logistical coordination

· Navigate obstacles

· External consultant, or local researcher

· Must have stake in the successful implementation of field work

Local data partner
Identify a data collection partner.  

· Responsible for field work and data entry

· Integrate local researchers as well, if possible. 

Tasks on Data Collection: Field Work & Quality Control

· Create a draft timeline

· Write Terms of Reference (TORs)

· Find data partner

· Proceed with procurement process for data partner
· Find out marginal costs for 

· lengthening the survey, 

· adding non-survey elements (height and weight, blood tests, mosquito counts, etc.), 

· adding more households/people/firms 

· adding more enumeration areas.

· Sign a detailed agreement with the data collection partners including: 

· Procedures for quality control should include xx and xx.

· Hire local research staff.  
· Training 
· Institutional Review Boards

· Outline all procedures 

· Create the universe

· Sampling

· Rules for eligibility for baseline survey

· Scripts for entry and data collection 

· Rules on #attempts / household

· Quality control procedures 

· Train staff

· Train them more than the survey firm finds normal.
· our person on the ground attends enumerator training.   By explaining why we do the study, enumerators’ motivation rises.  Also, viewing a pilot test can highlight unclear questions. What questions caused conversations or pauses? 
· Typically teach one or 2 sections of a survey, then send enumerators to test on whomever.  Report back after a day of piloting to report on concerns.  
· Pilot questionnaires

· Translate the questionnaire into the local language(s) 
· Back-translate the questionnaire and compare 
· Pilot the research protocol.  

· Test areas where probes are needed to clarify questions. 

· Pilot the survey more than you think necessary. 

· Initiate field work

· Perhaps assist in quality control for randomization. 

· Supervise data collection 

· Quality assurance 
· . 

· Data entry 

· Determine eligibility


Get a person on the ground

· needs a work permit
· What is the cost?  Salary + a per diem or living allowance?

· we require students to get all appropriate immunizations, and allow them to include those costs in their budgets

· we discuss appropriate safety, travel, etc. measures with them

· we require them to show us proof of purchasing medivac insurance  (again they can include this cost in their budget)

· we ask them to give us the name of a person in the US who will be the contact for their group while they are away -- usually a spouse or parent's name is given.  The rationale is someone else (besides us) whom they promise to keep in touch with

· we get a plan of their detailed itinerary before they go, and we ask them to keep in touch - often they do blogs, send emails, or I've even had phone calls while they are overseas.

· we do not allow them to go to any country where the US government advices against traveling or a place where we feel there is really chance of war, etc. (this isn't really relevant to the Blum Uganda project, but we once got a Bridging the Divide proposal for a project in Palestine which we decided we didn't feel comfortable funding  due the unrest in the region at that time)

based onJ-PAL job description 

Field-based research assistants
Research assistants help coordinate randomized evaluations of development projects. This job involves helping write survey questions, helping pre-test surveys and train survey teams, negotiating contracts with survey firms, running checks on the data to spot errors, analyzing data, and liaising with local partners running the programs being evaluated. These positions are ideal for those seeking hands-on research and/or development experience and for those planning to go on to graduate studies.

Qualities needed: very strong quantitative, organizational, and people skills. Experience in developing countries is important, while sensitivity to different cultural contexts is crucial. All positions require excellent English, and Ki-Swahili, Serbian, or Khmer are a valuable bonus. 

At this point the most pressing need is for someone to help with the evaluation of a micro-health-insurance program in rural Cambodia.  The position would begin between July and September of 2007 and last 12 to 24 months. If interested, please contact me at <levine@has.berkeley.edu> or the address below. 

Craft of data management 

Our person on the ground attends enumerator training.   By explaining why we do the study, enumerators’ motivation rises.  Also, viewing a pilot test can highlight unclear questions. What questions caused conversations or pauses? 
Typically might teach one or 2 sections of a survey, then send enumerators to test on whomever.  Report back after a day of piloting to report on concerns.  
Survey quality assurance

Field supervisor randomly visits households and asks a random sample of questions. 

Regional supervisor randomly visits those and other households and asks a random sample of questions
The data entry system integrates on-screen questionnaire viewing with direct key data entry of responses, quality control procedures (valid range checks, programmed control of acceptable entries, inconsistency checks, etc.). and sample management

· Saves costs of printing and data entry. 

· Procedure for follow-up 

· Record all attempted contacts and results

Back up all data sets each evening. 

Data sent to Berkeley each week. 

Quality control of the interviewing process is maintained by ongoing monitoring and training of the interviewers.  Monitoring is conducted continuously by using two basic procedures.  First, daily, weekly, monthly, and cumulative tallies of completion rates, refusal rates, completions per hour, and other survey dispositions are kept on all interviewers.  These data are used to identify and intervene on interviewers who need additional training in specific areas, such as in introducing or explaining the importance of the study.  Also, aggregate statistics are compiled and provide an overall measure of performance across critical dimensions for the interviewing staff as a whole.

 Second, interviews are monitored randomly by a supervisor, and each interview is scored on a number of standardized interviewing techniques and recorded on a standardized evaluation form.  These data also are used to provide feedback to the interviewer to improve the quality of the telephone interview.  In-service training sessions are conducted at least monthly for all interviewers to address specific problem areas or as a refresher course on basic interviewing techniques.  Prior to the start up of each new survey, extensive training is conducted to discuss study specific survey protocols.

  http://www.uri.edu/research/cprc/SurveyCenter/Quality.htm
Ideally there are 3 email lists that are auto-archived: 

· THP@bspace is for all of us. 

· THP-GSR is for you and their GSR.  The new Ghana hire goes here as well. 

· THP-PI is for Dean, Chris and me. 

Lower priority: There is also space for documents, with folders roughly like: 

· Top level has a file for Contacts and file for Timetable 

· Grant applications 

· Old drafts 

· Surveys 

· Related surveys            

· Our surveys 

· Baseline 

· Old drafts 

· Follow-up 

· Data 

· Raw data 

· From partners 

· From our surveys 

· Baseline 

· Follow-up 

· Administrative data 

· Stata datasets 
· File: Protocols on data security and confidentiality 

· References 

· Documents from partners 

· Qualitative evidence 

· Interviews 
-- transcripts & MP3’s 

· File: Log of interviews  

· First report 

· Old drafts 

· Second report 

· Old drafts 

Tasks to allocate

Research partners + UC

· Sell randomization to all stakeholders. 

Research partners + UC

· Quality control for randomization 

Research partners (+ service partner for administrative data)

· Ensure data quality 
Evaluation advisory committee

Create an evaluation advisory committee

· Donors to research 

· Donors to program 
· Implementation leadership 
· Data collection partners 
· Research leadership 
Mission 

· Review research plans 
· Review questionnaires, etc. 

· Identify problems, etc. 

Survey

Assemble survey, using existing questions as often as possible. 

Pretest survey 

Design randomization procedures that will not be easily gamed. 

Research partner + service partner

· Explain the randomization to individuals. 
Human subjects review.

· Send proposal to OPHS for human subjects review. http://cphs.berkeley.edu 

· Identify relevant internal review boards (IRBs) at partner institutions. 

· If the partners are the leads on the project, their IRB can go first. 

· Grad students often need to have human subjects training, which can take place online. 

· More than likely you need to submit for approval:

· Research protocol

· Research proposal

· Draft questionnaires

· Informed Consent forms

· CVs of researchers

· Incorporate into timeline

· Example: Rwanda –3 months from initial submission of documents to approval

Data to collect

Impacts
· Go through each step of the theory of change: inputs, outputs, outcomes, and impacts.  

· What works and why? 
Costs 

· Measure marginal and average costs from the program and all complements. 

· Ideally include value of client time. 

Pipeline analysis 

Get data on #s and reasons at each step.  A sample set of steps includes:

· Expected population 
· Of which: #contacted 
· Of which: # appeared eligible 
· Vs. other reasons 
· Of which: # invited to apply 
· Of which: #applied 
· Of which: # eligible 
· Vs. other reasons 
· … 
Analysis 

Write as much of the paper as possible.  If you know the precise models you will test, you can identify problems (alternative causality, measurement error, etc.) early.  Added questions to the survey can sometimes shed light on these issues. 
Validate quality of data entry by early review and analysis of data

· Analyze early data on randomization.  Look for patterns indicating flawed randomization 
After baseline study:

· Produce descriptive report based on baseline data

· Pipeline study of who gets treatment

· Is randomization effective? 

· Is the service reaching the intended group?

· Gives general idea of environment at baseline

Check results and interpretation with program managers

· Write non technical note in addition to technical paper

Sample note explaining the study to stakeholders

Note: Prepare a version for service partners, local governments, clients, etc. 

Dear colleague,

The purpose of this note is to address some concerns raised in the study of the xx program.  Many of these concern involve one component of the evaluation: the use of random assignment to document the effectiveness of <<the program>>.

<<The donor>> considers it crucial that the comparison group be as comparable as possible to those accepted into <<program>>.  This comparability can only be assured with random assignment.  Previous evaluations of this program have been suspect because participants have differed substantially from their comparison groups.  Our design will establish comparable groups of <<particpants>>, thereby ensuring that differences in outcomes are due to <<Program>>.

We realize that <<Program>> is an established and well-run program.  It is crucial that the evaluation does not damage program operations or good will at the local level.  Thus, we will ensure our evaluation is both rigorous and accommodates local needs. 

Concern: Random assignment is unethical as the comparison (control) group cannot enter the program. 

Response: 

Concern: <<Service partners>> will need to increase recruitment beyond normal levels to implement the evaluation. 

Response: 

While many <<partner sites>> have excess applicants, we will use only those.

We will pay for more marketing

Other? 

Concern: Applicants will be upset if they are not informed about the lottery for assignment prior to applying.  

Response: 

Concern: staff at <<Service partners>> may believe the evaluation will place too great a burden on them and will be unethical. 

Response: Staff from <<Data partner>> will work with <<Service partners>> staff and other concerned parties, to explain the procedures, listen to their concerns, and show why the approach is fair for the participants. 

These are the ways we will accommodate concerns that have been raised so far.  Other issues may arise as the project moves long.  We are committed to addressing these issues as well. 

Generic Report Outline
Report

· Executive summary

· The question 

· Justification for studying this question

· Related research 

· Description of treatment

· Population 

· NGO

· Funding 

· Theory of change 

· Inputs => outputs => outcomes => impacts

· Experiment design

· Sponsor

· Target units and population

· Statistical power and intended sample size

· Eligibility criteria

· Pipeline (with sample #s) 
· Population

· Eligible

· Refused baseline

· Determined to be eligible 

· Randomized

· Eligible for treatment

· Received treatment 

· Found in follow-up

· Randomization procedures

· Checks on randomization

· Specification of model & hypotheses

· Data and measurement 

· Outcomes

· Inputs

· Outputs

· Outcomes

· Impacts

· Controls 

· Experiment integrity

· Baseline data comparisons

· Eligibility-related data

· Treatment assigned vs. delivered

· Treatment adherence

· Validity and reliability evidence

· Attrition and missing data

· Analysis and results

· Comparison among groups: What works, for whom? 

· Analysis methods

· Results

· Limits and sensitivity analysis

· Special problems such as missing data

· Conclusions

· Summary 

· Limitations and suggested extensions

· Recommendations

· Referencse

· Appendices

· Survey forms

· Informed consent form

· Supporting statistical tables

· Public use data file

· Codebook 
� See more details in Robert Boruch Randomized experiments for planning and evaluation, p. 225, from which this is drawn. 
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